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Abstract Linear or 1D cameras are used in several areas
such as industrial inspection and satellite imagery. Since 1D
cameras consist of a linear sensor, a motion (usually per-
pendicular to the sensor orientation) is performed in order
to acquire a full image. In this paper, we present a novel lin-
ear method to estimate the intrinsic and extrinsic parameters
of a 1D camera using a planar object. As opposed to tradi-
tional calibration scheme based on 3D-2D correspondences
of landmarks, our method uses homographies induced by the
images of a planar object. The proposed algorithm is linear,
simple and produces good results as shown by our experi-
ments.

Keywords Pushbroom camera - Planar calibration - Linear
sensor

1 Introduction

Pushbroom cameras or linear scanners are a one-dimension-
al imaging devices. They are preferred over conventional 2D
cameras when it comes to scan a static scene like airborne
landscapes and urban scapes reconstruction (Hirschmiiller
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and Hirzinger 2005). This choice is motivated by the need
for a higher frame rate and a better resolution. At the time of
writing, existing pushbroom cameras embed sensors up to
8192 pixels and delivers 1D images at a stunning frame-rate
of 140 KHz (Basler 2009).

If the acquired images are meant for a 3D euclidean
reconstruction or metrology purposes (Ishiguro and Tsuji
1992; Shum and Szeliski 1999), a camera calibration is nec-
essary. As detailed in Sect. 2 linear cameras have a specific
model thus, standard 2D camera calibration methods can no
longer be used to recover internal parameters.

Classical calibration methods use mappings of 3D feature
points on a calibration rig and their projections on the im-
age to infer the internal parameters of a camera (Tsai 1986;
Faugeras 1987). These methods are not very flexible because
they use a specially designed calibration rig and often, fea-
tures are manually selected.

In the last decade, new plane-based calibration methods
have been introduced (Sturm and Maybank 1999; Zhang
1999). They enjoyed a growing popularity in the computer
vision community due to their stability and their higher ease
of use. In fact, the calibration can be done with an off-the-
shelf planar object and a printed checkerboard.

Despite the several improvements that plane-based cali-
bration methods went through (Gurdjos and Payrissat 2001;
Wang et al. 2006; Ricolfe Viala and Sanchez Salmeron
2005), none of these works tackled the calibration of linear
cameras. In fact, the predominant method for 1D camera cal-
ibration was proposed by Hartley et al. (Rajiv Gupta 1997;
Gupta and Hartley 1995) and supposes a mapping between
3D landmarks and their projections in the image.

In this paper, we present a novel method to fully calibrate
a pushbroom camera using a planar object. Here, the consid-
ered camera model is the translational pushbroom camera.
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Our method is linear, fast and simple to implement. To the
best of our knowledge, the presented plane-based calibration
is the first of its kind.

For the rest of the paper, the terms 1d camera, linear cam-
era and pushbroom camera will be used equally.

The remaining of the paper is organized as follows, in
Sect. 2, the linear camera model is described. Section 3,
presents the mathematical derivation and the algorithm of
the plane-based calibration for linear cameras. The experi-
ments and results are reported in Sect. 5 and we finally sum-
marize our conclusion in Sect. 6.

2 Camera Model

Although the motivation behind our work was to calibrate
a flatbed scanner using a pushbroom model, the presented
algorithm along with the mathematical derivations still hold
for any linear camera provided that the sensor undergoes a
linear constant motion orthogonal to its orientation.

In general, a 1D camera consists of a linear array of sen-
sors (such as CCD) recording an image projected by an op-
tical system. A displacement of the sensor (usually orthogo-
nal to the sensor) is required. We make the same reasonable
assumption as in Rajiv Gupta (1997) regarding the sensor
motion. We assume its velocity constant. We set up the local
camera coordinate system as depicted in the Fig. 1. Let the
point (u, v, 1)T be the projection of the 3D point (X, ¥, Z)T
in the camera image plane. The perspective projection of the
coordinate u along the sensor can be modelled with a 2 x 3
projection matrix P:

X
u\ (f wuo O
(1)~ 7 0)(7 g
—_——
P

The parameters f and u( are respectively the focal length
and the principal point of the linear sensor. As the sensor
sweeps the scene, a 2D image is formed by stacking the 1D
images obtained through the successive camera positions.
Since the speed of the camera is assumed constant, the v
coordinates is related to Y by a scaling factor s that depends
on the speed of the sensor:

v=ygsY 2)

If we combine (1) and (2) in a single matrix, the complete
projection of a 3D point (X, ¥, Z)" is expressed as:

u fX+uozZ f 0 wup X
v | = sYZ ~10 s O YZ 3)
1 Z 0 0 1 z
—\(—/
K

where K represents the sought intrinsic camera matrix. We
can see from the above equation that the perspective co-
ordinate u depends solely on X and its depth Z, whereas
v the orthographic coordinate is directly related to Y and
the scaling factor s. One can also observe the non-linearity
of the projection equation in the 3D coordinates due to the
Y Z term. This is not surprising, since the projection is non-
central. This precludes the use of a pinhole-based camera
calibration.

3 Calibration with a Planar Grid

Let us consider a point (a, b,0)" on the grid. It is mapped
into the camera’s coordinate system as (X, ¥, Z)T by a rigid
transform:

X a
Y |=R|b ]|+t )
Z 0

where R is a 3 x 3 rotation matrix and t a translation vector.
Notice that, since the considered point lies on the grid, its
third coordinate is null. Hence, the entries of the third col-
umn of R are zeroed and (4) in homogeneous coordinates
simplifies as:

X a ary1 +briz+1
Y| =Ry Ry t)|b]|=|ar+bron+n (5)
Z 1 ars1 +bry +1t3

where R and Rj are the two first columns of R. As stated
before, the non-central nature of the camera makes it im-
possible to establish a linear mapping between points on
the grid and their images on the camera plane. For instance,
(u,v, l)T is expressed from (3) and (5) as:

ari1 +brip+1
=K [ a(ra1tz +r312) + b(raats + riot2) + ots + a*rarr3y + b*raars + ab(raira + raorsn) (6)
arz) +bryx +13
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Fig. 1 A typical linear camera.
A sensor, linear along the
X-axis, undergoes motion along
the Y-axis

Image Planel—\
II

An approach to circumvent this problem is to express
the points in a higher dimensional space via the so-called
“lifted” coordinates. In our case, the point (a, b, 1)T “lifts”

Up VR

Linear Sensor

(according to their Veronese mapping) to (Ta, b, 1,a%, b2,

ab). Thus, (6) becomes:

a
b
u ri ri2 151 0 0 1
v | ~K-| ratz+r3it rpt3 it Btz rairst raoria itz +rorsg 22 @)
1 r31 r3n 13 0 0 b2
T ab

which represents the complete projection equation of a point
on the grid expressed in its lifted coordinates. The homogra-
phy H ~ KT, that maps points on the grid and their images in
the camera, has 6 zeroed entries. The remaining 12 non-zero
entries can be estimated up to a scale factor using 6 or more
point matches as explained in the next subsection.

3.1 Estimate the Homography

We recall from (7) that the mapping between grid points and
image points is represented by the homography H as:

~H-1 ®)

If we multiply both hands of the above equation by

1

X

the cross product skew matrix, we get a homogeneous equa-
tion system that upon simplifications yields the follow-
ing linear and homogeneous equation system in the entries

of H:

0 0 0 a b1 a?b?ab —av—bv—v
a b 1 0000 0 O —au—-bu—-ulh=0
—av —bv —v au bu u a*u b*> abu 0 0 O

€))

where h" = (hi1, hi2, hi3, ho, hoo, hos, hog, hos, hog, hsg,
h3;, h33) is the vector that contains the non-zero entries
of H.

It is easy to see that only two equations are linearly in-
dependent. For instance, the third row can be obtained by
adding the first and the second row, scaled respectively by
u and v. Thus, given at least 6 matches between grid points
and their images, H can be solved using 2 equations from
the system (9) per match.

3.2 Extracting the Principal Point and the Focal Length

We shall now show how the camera’s internal parameters are
extracted from the homographies computed in the previous
subsection. Let us recall the explicit form of the homogra-
phy H:
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frintuorst  friztuorsz  fti+uots 0 0 0
H=A| s(raitz +r3102)  s(rot3 +riit) sht3 srair31 sroar3y s(rairsa +raarsp) (10)
r3] r3p 13 0 0 0
The scalar X is added because the homography H can only =~ The matrix L is related to the above calibration matrix K,
be retrieved up to a scale factor. One can notice that R, the with the notable fact that it also includes the scalar A. Note
two first rotation’s columns can be expressed as: that A will be different for each scan, as opposed to the 3
hi—uohsi  hip—uohs intrinsic parameters f, s and uo which remain the same.
_ riro riz ;l»f 2f Let us define the matrix X as:
= Jiog has
R=|ra m )= sh3i sh3 (1) §2 0 _s2u
r31 13 h3y h3p T - 0
By Py X=LTL= 0 A%f 0
— _2 2(,2 2
From the above equation, R can be expressed as a product of sfup 0 sT(ug+ )
two matrices (up to a scale factor) L that depends on internal vy 0 w
parameters and M: =0 v 0 (14)
vy 0 v
s 0  —sug 2 3
L=|10 Af O , where the intermediate variables vy, v, v3, v4 Were intro-
0 0 sf 12 duced for ease of notation. The equation (13) gives 2 con-
Hip Hi (12) straints on X that can be written as:
M= | Hxu/H31 Hs/Hz (MTXM),, =0
Hs H3 . e (15)
_ (MTXM),, — (MTXM),, =0
The product of R with its transpose is a 2 x 2 identity matrix L . . .
. . . which in turn can be expressed in terms of the intermediate
due to the orthogonality of its columns. Thus, we have: .
variables v 23 4 as:
STH T
RTR=Isx ~M'L'LM (13)
V1
miimi miimsz +mia2ms3i m31m3p ma1ma) vl _(0
2 2 2 2 2 2 = (16)
mi, —mi, 2(mpm3; —mppm3z) mz —m3z, my —my U3 0
V4
With at least two different scan of a grid, the vy 234 can 3.3 Extracting the Scaling Factor and the Extrinsic
be computed up to a scaling factor. Bare in mind that vy is Parameters
different at each scan because of the homography scaling
factor 1. Once the v 2 3 4 computed, the principal point and ~ Now that we have extracted the focal length and the princi-
the focal length are simply computed as: pal point, we will show how the scaling factor s along with
v the extrinsic parameters (rotation matrix R and translation
ug = Tor (17)  vector t) can be computed using more constraints. Let us
! define a matrix A; as:
2
v3 U3 25 Viv3 — V)
f=/——ug=]——-== > (18)
V1 V1 Ul Ul
ri1 r2 n 0 0 0
Ai =4 | s(ratz+r3itn) s(rnn+ran) shtz srar3r srory s(r21r +ror3n) 19)
131 3 13 0 0 0
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The subscript i refers to the ith scan of the calibration grid.
We can first notice that:

Hi = a13/A;
b = ax/sas;3 (20
13 = azz/A;

It’s easy to see that R; (the two first columns of R; as defined
in the previous subsection) can be expressed as:

xi
= 1
Ri = sazsi
1
A
aii ani
ansi ansi
x | a2 —aziigsr  ani —azyia (21)
asii azi
1
X
= ! B; (22)

1

Ai
where a,,; are the elements of the matrix A; and the matrix
B; defined as:

ari ani

B; = | uudsi—dsiidy  axidsi 2—a321a23i (23)
33 33
asii asni

As in the previous subsection, we once again make use
of the orthogonality of the rotation matrix R; to gain con-
1

straints on A; and TR For instance, one notices that:
ol

Bi = I2x2 (24
1
A2
The above result gives 3 linear equations in & and . Since
Af s

we solved for %2, the scaling factor A; is extracted up to a
sign. I

So far, only the 3 first columns of A; have been used. In
order to extract the real A; from the 2 possible solutions,
the last 3 columns of A; will be used. We proceed with the
following simple steps for each possible solution:

— Compute R; and A; from (21).
— Compute ¢#1; and #3; as defined in (20).
— Compute the residual term:

2 2
A = (ax4; — sr21ir31i)” + (aosi — §r22ir32i)
2
+ (a26i — s(r21i732i + r22ir31i)) (25)

The ideal solution is the one that leads to the smallest A.
By the definition of as4;, a25i and azg; (see (19)) and in an
ideal noiseless case, A vanishes.

Notice that if a couple (s,X;) minimizes A, then
(—s, —A;) also minimizes A. This ambiguity corresponds
to the mirror-pose solution. Given our choice of coordinate
system, visible points must have positive Z-coordinate, thus
we pick the solution that gives a positive 73;.

Finally, ,; is computed from (20) and the third column
of the rotation matrix is obtained by a simple cross-product
of the two columns of R;. The orthonormality of the final
rotation matrix R; can be enforced using SVD.

Notice that, as opposed to the reference calibration
method (Rajiv Gupta 1997), the proposed method estimates
the scaling factor s related to the speed of the linear sensor.

3.4 Non-Linear Optimization

In this subsection, we give the details of a non-linear op-
timization procedure through bundle adjustment for our
calibration method. Though optional, such optimization is
highly recommended and as shown later, is fast and reduces
the reprojection error.

Once an initial estimation of the internal parameters has
been carried out (using the linear method described earlier),
an optimization procedure can be applied in order to mini-
mize the reprojection error in the camera and represented by
following cost function:

KII%int > dist* ((uij. vij. DT KRiti(aj. by, D) (26)
R L i,j

where (aj, bj, 1)" represents the jth feature on the calibra-
tion plane and (u;;, vij, DT its projection in the ith camera.

For each camera pose, we must optimize the 3 intrinsic
parameters (supposed fixed) and the 6 extrinsic parameters
(different at each pose). Thus, for n camera poses, we have
3 4 6n parameters to optimize. In our implementation, we
used the Levenberg-Marquardt method for the optimization.
Usual implementations take advantage of the sparsity of the
problem to gain time on matrix operations such as inver-
sions. However, given the small size of our problem, we
used standard SVD routines to inverse matrices. Indeed, for
a typical calibration process using 10 poses, solving for the
normal equation involves inverting matrices of 63 x 63.

We give the formulation of the error function derivatives
and the form of the jacobian matrix in the Appendix. Over-
all, the whole bundle adjustment process runs in less than 2
seconds on a 1.5 GHz laptop.

4 Complete Plane-Based Calibration Algorithm
In this section we present the complete plane-based algo-

rithm for linear cameras calibration. From n scan of a cali-
bration grid:
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1. Estimate the projection matrices H; for all n scans (see
Sect. 3.1), using point matches and the relation

where j is an index for calibration points. The estimation
of H; is equivalent to the so-called DLT (Direct Linear
Transform) and can be done by solving a linear equation
system.

ai
j . .
b; 2. Compute matrices M; according to (16).
Uij 1 3. Form the matrix S of dimension 2n x (3 +n):
vij | ~H; a2 27
1 P
bj
ajb;
mi11mi, 12 miy11my,32 +my 12my 31 mi31mi 32 mi21m1,22
s My 11Mp 12 Mp 11Mp 32 + My 12My 31 My 31Mp 32 mu21Mp 22 (28)
= 2 2 2 2 2 2
M7 = Mi, 20mpamy 3 —myam32)  Mig — My, My — My,
2 2 2 2 2 2
My =My, 20mpa1ima 31 — ma2mn32) My 3 — M 5, M 5 — My 5

4. Solve the following system to least squares:

V]
v2
v3 0
S| W1 |=|": 29)
V4,2 0

V4,n

5. From the vy 3 3, extract the intrinsic parameters f and ug
according to (refeq.u0) and (18).

6. Compute s and the extrinsic parameters according to the
algorithm of Sect. 3.3.

7. Optional but recommended: non-linear optimization of
all unknowns, i.e. intrinsic and extrinsic parameters, by
minimizing the reprojection errors (see Sect. 3.4).

5 Experimental Results

The proposed algorithm has been tested on both synthetic
data and real data. Both tests are detailed in the next two
subsections.

5.1 Computer Simulations

We performed several tests of our algorithm using synthetic

data. Throughout all the experiments, we used a planar cal-
ibration grid of 10 x 10 = 100 corners. The virtual camera

@ Springer

has a 1000 x 1000 image resolution, a focal length of 1000,
and its principal point is located at the image center, at pixel
(500, 500).

We refer to the “calibration volume” as the bounding box
that encloses all the calibration grids. Actually the most rel-
evant parameter is not the bounding box volume itself but its
height. In our experiments, the volume height is expressed as
a percentage of the grid’s length. Some configuration exam-
ples with several calibration volumes are depicted in Fig. 2.

Sensitivity to Noise Level

For this test, we used 10 planes oriented randomly in a cali-
bration volume of 100% the size of the calibration grid. Af-
ter projection, a gaussian noise with mean O and increas-
ing standard deviation was added to the image points. The
standard deviation o varied from 0.2 to 2. As in Zhang
(1999), we performed 100 independent runs for each noise
level and computed the average errors for both the focal
length and the principle point. As we can see from Fig. 3
the error increases almost linearly for both the focal and
the principal point. For an noise level of o = 0.5 the er-
rors in the focal and the principal point is less than 4 pix-
els which represents (given our camera characteristics) less
than 0.8%.

Sensitivity to the Number of Planes

In this test, the sensitivity of our method w.r.t the number of
planes is investigated. We set the calibration volume height
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Focal —— 1

Uy ——

Absolute Error (pixel)

0.2 0.6 1.0 1.4 1.8
Noise Level (sigma)

Fig. 3 Focal length and principal point errors w.r.t the noise level in
the image points

to 100% of the grid’s length and we varied the number of
planes from 2 to 20. The average errors (from 100 indepen-
dent runs) for both the focal length and the principal point

30

Focal ——

Absolute Erroe (pixel)

2 ‘ 6 ‘ 10 ' 14
Number of Planes

Fig. 4 Focal length and principal point errors vs. the number of planes
used (o =0.5)

were estimated and reported on Fig. 4 for a noise level of
o = 0.5 and 0 = 1.0. We notice that the errors decrease as
more planes are used.
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Fig. 5 Focal length error vs. the height of calibration volume
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Fig. 6 Principal point error vs. the height of calibration volume

Sensitivity w.r.t the Reconstruction Volume

In this last synthetic experiment we analyse the performance
of our method with respect to the calibration volume, or
more precisely the volume’s height. For this test we used 10
calibration grids oriented randomly and varied the calibra-
tion volume height from 20% to 160% of the grid’s length
(we remind that the grid is squared). This test was per-
formed with a noise level of ¢ = 0.5 and ¢ = 1.0 (which is
larger than the noise observed in a typical calibration (Zhang
1999)). We can see from Figs. 5 and 6 that the volume’s
height affects the quality of the calibration. In fact the er-
rors decrease when a higher reconstruction volume is used.
This is primarily due to the fact that a higher reconstruction
volume permits a higher motion degree which guarantees a
better sampling of the rotation space.
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Table 1 Results of the camera calibration as Push-Broom and fully
perspective (see text)

Parameter Perspective Push-Broom Error (%)
Focal length 1983.98 1998.32 0.7
Principal point 554.81 549.68 0.9
Scale factor 31.75 32.56 2.4

5.2 Real Data

Experiments on real data were conducted on two setups. The
first one consists of a regular perspective camera mounted on
a linear stage to simulate a pushbroom camera. In the sec-
ond experiment we will show how a consumer flatbed scan-
ner can be modeled as a pushbroom sensor. Because flatbed
scanners are widely available and very affordable, they make
a perfect device for high resolution measurements.

Camera + Linear Stage

For this experiment, we mounted a Prosilica camera on a
controllable linear stage. The camera was set to deliver im-
ages of 1360 x 1024 pixels at 5 frame per second. The speed
of the stage was set to 4 mm/s. The size of the squares on
the calibration plane were 1 x 1 inch.

From each image delivered by the camera, we extracted
the column that passes by the principal point and form a
panorama by stacking them on top of each other. Hence, the
resulting panorama is akin to an image shot with a push-
broom camera (Seitz and Kim 2002). This procedure was
repeated to acquire 10 images of the calibration plane under
several orientations. The results of our calibration are shown
in Table 1. To assess the quality of our calibration, we also
included the intrinsic parameters of the camera when cal-
ibrated as fully perspective. The later has been performed
using the OpenCV library plane-based calibration routines.
The results of this experiment are reported in Table 1.

We can see that the estimated perspective parameters (fo-
cal and principal point) are compatible with the results ob-
tained using a standard plane-based calibration. The scale
factor in the perspective column of Table 1 is the expected
value given our settings and is computed as follow. Within
one second the camera acquires 5 frames, thus 5 columns
of the push-broom image. In this same second the camera
would have translated by 4 mm = ﬁ in. Since one unit of
the calibration grid is 1 inch, the scale factor is % =31.75.

Our method estimated a scale factor of 32.56,2 5j?ielding an
error of 2.4%. The results of our algorithm include the non-
linear refinement stage. However, we have noticed a negli-
gible improvement in the error function when compared to
the original linear solution.
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Fig.7 Our setup to simulate a pushbroom camera. The camera (Prosil-
ica) is mounted on a programmable linear stage. The accuracy of the
stage is in the 100th of millimeter

Table 2 Flatbed scanner calibration results (see text)

Parameter DLT Plane-based Error (%)
Focal length 2673.4 2659.7 0.57
Principal point 1315.2 1299.5 1.2

Scale factor - 146.48 2.4

Flatbed Scanner

We tested the proposed algorithm on an Epson V200 flatbed
scanner. The manufacturer claims that the scanner is suited
for scanning 3D objects thanks to its depth of field and
adapted optic. We thus, modeled the scanner as a push-
broom camera and used the proposed algorithm to retrieve
its intrinsic parameters using a planar grid. The scans were
done at a resolution of 300 dpi (dot per inch), the grid’s
squares were half inch long each. Resulting images had a
resolution of 2538 x 2328. Homographies were estimated
by first detecting grid’s features using OpenCV routines. To
ensure a better numerical stability, points were normalized
as suggested in Hartley (1997). We also calibrated the same
scanner using the DLT method proposed by Hartley (Ra-
jiv Gupta 1997; Gupta and Hartley 1995). In the later case,
we scanned a 3D calibration rig and features were manu-
ally selected. Results and comparisons are reported in Ta-
ble 2.

Since no ground truth was available, we took as a ref-
erence the classical calibration method proposed by Hart-
ley et al. (Rajiv Gupta 1997; Gupta and Hartley 1995)
and we can see that the focal length and the principle
point estimated by our method are very close to the es-
timation made by Hartley’s method (both parameters dif-
fer by less than 1.5%). Further, each square of the calibra-
tion grid measured 0.5 inch length and giving the fact that
the tests were made at a resolution of 300 dpi, the scal-

ing factor s should be s = 300 x 0.5 = 150 which differs
by only 2.4% from the scaling factor computed using our
method.

6 Conclusion

In this paper we have presented a simple algorithm to cali-
brate a linear camera. The calibration is done using images
of a planar grid acquired under different orientations. The
proposed method is based on a closed-form solution with
an optional non-linear refinement. Both synthetic and real
experiments proved the effectiveness and the quality of our
procedure. As opposed to the reference method, the pro-
posed one estimates all three internal parameters including
the scaling factor, and the calibration tool is as simple as a
planar grid.

Appendix: Bundle Adjustment

In this appendix we give the details of our bundle adjustment
implementation. The emphasis is given to the partial deriv-
atives formulation to estimate the jacobian. Details of the
bundle adjustment algorithm itself can be found in Hartley
and Zisserman (2003) and Triggs et al. (2000).

A.1 Parametrization

The entries of the intrinsic matrix are parameterized by the
focal length f, the principal point u#o and the scale factor s.
For each pose i, the translation vector #; is represented by its
entries (f1;, 2;, t3;) and the rotation R; is parameterized by
computing, at each iteration, update rotations with small an-
gles A;, relative to the rotations of the previous iteration S;:

R = A;S;

The matrix A; is the skew-symmetric matrix that encodes
the cross product with the vector (wy;, wa;, ws;). Its direc-
tion represents the axis of the rotation update and its norm
represents the update rotation angle.

A.2 Partial Derivatives

We define the residual e of the cost function we wish to min-
imize (see (26)) in terms of its components el and e2 as
follows:

_ (KIRi(aj, bj, DT =t

el =u;; —
Y (KIRi(aj, b, DT —ti])3

e2=v;j — (K[ﬁi(aj, bj, l)T —t])2
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We recall that (u;;, v; j)T is the projection of the jth grid
point in the camera i. The derivatives of the residual error

w.r.t the intrinsic parameters are:

del -\
()G 7 )
6f,1io,s 0 0 —-13—A3

Notice that the derivatives are obtained after setting the val-
ues for the update angles (w1, w», w3) at zero. The deriva-
tives w.r.t the translations are:

del L o [rtuckr  u
( 3113,&2,13 ) — ( A2 23 ) )
£ 0 —s 0

o11,1p,13

The derivatives of the residuals w.r.t the rotation updates
are:

__del uoA3 + —MAif—A3hy MAafthadoug Ao f—t3 fHAaug Mf

dwy, wa,w3 —( * 23 23 A2 A2
02 —s(t3 — A2) 0 —s(A1—1)
Jwy, wa,w3

where the intermediate variables Aq, Ay, A3 and A4 are de-
fined as follows:

A =ary +brip+1
A2 =ar3 +bry +13
A3 =arpy1 — bry

Ay =ary —brpp

A.3 The Jacobian

Using the partial derivatives of the residual, the formula-
tion of the jacobian J of the cost function defined in (26)
is straightforward. We give the example of the jacobian for
i = 3 camera poses:

de | de ! !
| | 0 | 0
af, ug, s 19111, o1, 131, wi1, woy, wap | I
Ofuo s dnpbubewinwanwsy b
de | | de |
J=| —/——— 0 | I 0
of, uog, s | 1 0t12, 122, 132, W12, W22, W32 |
__________________ Ry
de | 0 | O | de
df,uo, s | I L9113, 123, 133, w3, wa3, w33
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