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THÈSE
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Directeurs de thèse : Radu HORAUD, Edmond BOYER et Rémi RONFARD
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Abstract

Recognizing human actions is an important and challenging topic in computer vision, with many

important applications including video surveillance, video indexing and understanding of social

interaction. From a computational perspective, actions can be defined as four-dimensional pat-

terns, in space and in time. Such patterns can be modeled using several representations which

differ from each other with respect to, among others, the visual information used, e.g. shape or

appearance, the representation of dynamics, e.g. implicit or explicit, and the amount of invari-

ance that the representation exhibits, e.g. a viewpoint invariance allowing to learn and recognize

using different camera configurations.

Our goal in this thesis is to develop a set of new techniques for action recognition. In the first

part we present ”Motion History Volumes”, a free-viewpoint representation for human actions

based on 3D visual-hull reconstructions computed form multiple calibrated, and background-

subtracted, video cameras. Results indicate that this representation can be used to learn and

recognize basic human action classes, independently of gender, body size and viewpoint.

We then present in the second part an approach based on a 3D exemplar-based HMM, which

addresses the problem of recognizing actions from arbitrary views, even from a single cam-

era. We will thus no longer require a 3D reconstruction during the recognition phase, instead

we will use learned 3D models to produce 2D image information, which is compared to the

observations.

In the third and last part, we present a compact and efficient exemplar-based representation,

which in particular does not attempt to encode the dynamics of an action through temporal

dependencies. In experimental results we demonstrate that such a representation can precisely

recognize actions, even with cluttered and non-background-segmented sequences.
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CHAPTER 1

Introduction

The goal of this thesis is to develop a set of new techniques for action recognition from video.

Action recognition — i.e. looking at other people, recognizing what they do, imitating it, or

reacting to it — is an elementary part of our daily life. Actually, for most of us humans it is

quite a common and effortless task. Can we build computer models that demonstrate similar

capabilities?

In fact, humans easily do action recognition. We enjoy looking at other people in action;

in movies, sport, and social events, for instance. From childhood on we love watching other

people, and learning from them. The mechanisms, which enables us this fascinating ability, are

however only little known and understand. Consequently, developing techniques, which give

similar abilities to computers, is a difficult and challenging tasks.

There are numerous important applications of action recognition (see also Figure 1.1): for in-

stance, the ever-growing amount of image and video information in the internet, TV and movie

archives, needs capabilities for automatic indexing and categorization. In robotics, successful

action recognition is key to allow humans and computers a natural and autonomous interaction.

In modern surveillance systems, human observers can barely overview all available information.

Hence we need automatic systems, which help us in selecting the important information.

Currently, we do not have the knowledge to build such systems. First, we need to understand

how to learn actions by seeing them performed multiple times, from different viewpoints, by

different people, with different styles and in different contexts. Second, we need to understand

how to use that accumulated learned knowledge to recognize and name new actions when we

see them. In this thesis, we want to build computer models that demonstrate such capabilities.

1



2 Chapter 1: Introduction

Figure 1.1.: Sample actions in different application domains: (Top) aggressions in surveillance

footage; interactions between human and computer; (bottom) events in feature film, news, and

sport recordings. Can we design a machine, which can understand such actions?

In the remainder of this chapter, we will continue outlining the problems involved in ac-

tion recognition. We then give a short review of existing techniques, and finally introduce our

approaches and contributions.

1.1. The Problem

Technical speaking, the term action refers in this work to a 4D event, performed by an agent in

space and in time. In particular, our focus is on meaningful, short sequences of body motions,

such as for instance: kicking, punching, walking, siting down, etc. Such events usually cannot

be repeated exactly, and each action instance is unique. Yet, our aim is to recognize action

classes, even when performed by different agents under different viewpoints, and in spite of

large differences in manner and speed.

When developing a system for action recognition, we have to construct a complex hierar-

chy of vision and learning modules. On the low level, we need to extract posture and motion

features from videos, e.g. a parameterized body model or a simplified representation based on

silhouette images. The higher level processing consists of propagating those features over time

and mapping them into meaningful motion classes. Each step involved represents its own diffi-

culties
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1.1.1. Difficulties

An realistic action recognition system has to address a multitude of difficulties, originating from

very different issues.

Vision Issues

Extracting discriminative features from image sequences is a fundamental problem in vision.

In action recognition the visual feature of interest is the human body and its configuration over

time. Very different representations can be used, ranging from complex body models to simple

silhouettes images. In either case, the following issues need to be addressed: person detection

and location; extraction of discriminative posture features. Thereby properties such as handling

of occlusion and background clutter, robustness to noise, different illumination and shadows,

and robustness to different types of clothing and physiques, are of importance.

Further, in realistic settings we can not impose constraints on viewpoint and orientation of

the subjects with respect to the cameras. Consequently, a single pose or motion can result in

an almost infinite number of possible observations. An appropriate representation needs thus to

account for such changes.

Action Modeling

Another major difficulty comes from the large variability that an action class can exhibit, in

particular if performed by different subjects of different gender and size, and with different

speed and style. Motions labels which are semantically meaningful to us, such as kick, punch,

or wave, can result in a wide latitude of possible interpretations. It is thus a particular challenge

to design an action model, which identifies for each action the characteristic attitudes, while

maintaining appropriate adaptability to all forms of variations.

Directly related is the question of how can we find appropriate training data, which accounts

for all such variation. Annotated motion data is raw and difficult to acquire, yet inevitable for

learning realistic models of actions.

Motion Segmentation and Spotting

Given appropriate action models, we need approaches to apply these to realistic video data. Typ-

ically, action representations are designed and learned using artificial sequences, which contain

single, isolated action instances. Further we can only learn a finite vocabulary of actions. How

can we apply such representations to realistic continuous streams of action utterances? We

consequently need to locate action boundaries in video streams, and we need capabilities to
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spot interesting actions out of the almost infinite number of meaningless motions that we will

encounter in reality.

Motion Primitives and Action Taxonomies

Finally, an important issue in action recognition results from the lack of a theoretic science on

motion articulation and perception. Action recognition is often compared to speech recogni-

tion, and many techniques are adopted from this field. However, speech recognition systems

are heavily based on linguistic concepts, such as a discrete symbolic representation of the spo-

ken language — represented through phonemes, syllables, and words —, and their assembly

into structure based on syntax and semantics. Similar, the training of modern speech recogni-

tion system is based on data annotated on multiple levels, e.g. on a phoneme level, on a word

level, and on a the sentence level. Similar concepts are missing in action recognition (an excep-

tion are specialized tasks such as dancing annotation). Consequently, established concepts and

guidelines for designing and learning action recognition systems are missing.

1.2. A Brief Background on Action Recognition

As mentioned earlier, action recognition can be viewed as a combination of vision and pat-

tern modeling algorithms. Hence various approaches have been proposed based on different

combination of such methods. Although, many interesting directions have been opened, up to

now, there is very little clear information about best ways to proceed [Forsyth, 2006]. In the

following we give a short overview of the methods used; an detailed discussion can be found in

Chapter 2.

Posture representation

The principle vision task in action recognition is the extraction of posture and motion features

form the video sequences. Traditionally, there are two contrasting views on the kind of feature

representation to use:

• Model based approaches attempt to extract features which explicitly describe position

and motion of body parts. Such representations are for instance: marker points on cer-

tain limbs, 2D stick figures, or 3D kinematic body models. Motion capture techniques,

marker-based or marker-free, are necessary to extract such representations. Consequently,

these approaches are only applicable in constrained settings, e.g. video productions or

sports analysis, but difficult to apply in other scenarios.
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(a) Two frequently used datasets in action recognition: (top) KTH-dataset [Schuldt et al., 2004], (bottom)

Weizmann-dataset [Blank et al., 2005]. The views are approximately fronto-parallel, and actors either face the

camera or are oriented parallel to the viewing plane.

(b) Sample sequences from our dataset: we record actions with multiple arbitrary camera configurations, and the

actors freely choose their position and orientation with respect to these cameras.

Figure 1.2.: (a) Most existing approaches assume fixed view setup and constraint the orienta-

tion of the actors. (b) We work on scenes with arbitrary camera setup.
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• To overcome the difficulties with body model extraction, simplified representations based

on local and global templates have been proposed. Commonly used representations are

based on optical flow, silhouettes, and local patches similar to SIFT descriptors in object

recognition.

Action modeling

Techniques for modeling actions in terms of statistics and dynamics over posture features, sim-

ilar can be divided into several contrasting views:

• Actions can be modeled using pattern recognition techniques that explicitly have a tempo-

ral component, i.e. a model which predicts an observations at each time instance based on

observations from the preceding time instances, e.g. a HMM. We name such techniques

state-transition models.

• Alternatively, motion can be modeled implicitly using so called space-time representa-

tions. Instead of looking at actions at a ”per frame” basis, such approaches model actions

on a sequence level, i.e. a whole sequence results in a single feature representation, which

is learned and classified using static machine learning techniques, e.g. nearest neighbor

or support vector machine.

• Finally, it is also possible is to model actions in dynamic free representations, i.e. either

on a single frames level, or by considering temporal unordered sets of frames, e.g. by

histogramming feature occurrence.

View Independence

Additional difficulties are introduced when we allow to observe actions form different and

changing views, although, the majority of work in action recognition currently addresses only

the view-dependent case, see Figure 1.2(a). View-independent approaches, can be distinguished

based on the following strategies:

• View invariance is the idea of finding a matching function between observations, which

is the same independent of the observed viewpoint. Such a matching function can be for

instance based on epipolar constraints or geometrical invariants, which can be computed

from given point-to-point matches between pairs of images.

• Approaches based on normalization, attempt to detect the actual orientation, and respec-

tively transform all observations into a canonical coordinate frame, where the matching

takes place. To detect such orientation, approaches can for instance use detected body

parts, or other cues, e.g. walking direction.
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• Approaches based on exhaustive search, learn multiple views of an action, and match

the observation against each of them. This is probably the most straightforward approach

to extend any view-dependent approach to view-independence. Importantly, however, to

notice, that view-independence will remain restricted to exactly the set of learned views.

1.3. Overview of Approaches and Contributions

As mentioned earlier, currently we have very little clear information in action recognition about

the best ways to proceed. It is therefore important to explore different directions; and we do

so in this thesis. We propose three new frameworks for action recognition. Our work makes

in particular contributions with respect to the following issues: view-independent modeling

of actions, learning of pose and motion primitives, modeling of action dynamics, temporal

segmentation of actions.

The motivation for our approaches can be summarized as following:

• Model free: In our work we avoid the use of a parameterized body model. As mentioned

previously, recovering a body model is a difficult problem, and currently restricted to

very constrained settings. We think that action recognition can strongly benefit from

a simplified posture representation. We used in our approaches background subtracted

silhouettes, although other forms of features representations could be integrated (as an

example, we experimented as well with edge filtered images and chamfer matching, to

avoid dependencies on background subtraction).

• View independent: Our aim is to achieve action recognition from arbitrary view config-

uration, and without constraints on the relative orientation between the actors and cam-

eras, see Figure 1.2(b). Further, once learned with a specific camera setup, our models

should be easily transferable to new camera setups. Importantly, we want to achieve this

demands without the use of additional cues, e.g. given point correspondences between

observations. Key to meet this demands in our approaches is the used of 3D information.

We derive two view-independent frameworks (Figure 1.3 and 1.4): In our first approach

we work entirely in 3D, using visual-hull reconstructions computed from multiple views

observations. Our second approach attempts recognition even from a single view, yet

again using previously learned 3D models.

• Different action models: We do not restrict ourself to a single action representation,

and experiment instead with different models. Our first approach is based on a so called

space-time representation. Interestingly we found this representation in a comparison

to perform best. On the other hand, our second approach is based on a state-transition
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model, i.e. a HMM, which, because of its generative characteristics, was best adapted to

generate arbitrary 2D views from a 3D model. In our last approach, we experimented

with a representation which does not model dynamics, and surprisingly we found that

such a representation is often sufficient to recognize actions with state-of-the-art results.

• Use of posture and motion primitives: We think actions can be represented through

vocabularies of elementary motion and posture primitives. We experiment with different

strategies to select such primitives. A method for selection of motion primitives from

continues motion sequences is presented in the first part of this thesis. The interest is a

purely visual-data driven discovery of motion classes, which does not require any form of

supervision. In the second part of this thesis we experiment with discriminative selection

of key-poses from sequences, this time using supervision in terms of given class labels.

Surprisingly we found that when selected in such a way, very small number of key-poses

are sufficient to represent a variety of action performed by many different people.

The approaches and their contributions are detailed as follows.

1.3.1. Motion History Volumes for Free Viewpoint Action Recognition

In our first approach we propose Motion History Volumes (MHVs) as a view-invariant repre-

sentation for human action recognition. The basic idea is to do action recognition in 3D, using

visual-hulls sequences computed from multiple calibrated and background subtracted cameras,

see Figure 1.3. Motion features are then computed by integrating multiple frame observations

over time into a single MHV, i.e. a 3D voxel-grid which simultaneously encodes 3D space and

time. Orientation invariant alignment and comparisons are performed efficiently using Fourier

transforms in cylindrical coordinates around the vertical axis. In contrary to most existing works

on view-invariant action recognition (see Section 2.3.2), our representation does not require any

additional cues, such as given point correspondences for instance. The contributions are sum-

marized as following:

3D Invariant Action Representation: We present a new invariant representation for ac-

tions observed in 3D voxel space. The representation is motivated by the assumption that sim-

ilar actions mostly differ by rigid transformations composed of scale, translation, and rotation

around the z-axis. It is shown that the representation supports meaningful categorization of

simple action classes performed by different actors, irrespective of viewpoint, gender and body

sizes.

Temporal Segmentation: Based on MHVs we derive a method for temporal segmenta-

tion of motion streams. Because our representation is independent of viewpoint, it results in
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Multiview Observations 

3D Reconstruction

Temporal

Integration

Motion History

Volumes

time

Figure 1.3.: 3D action representation ”Motion History Volumes”: We use multiple view ob-

servation to reconstruct 3D visual hulls. The visual hulls are integrated over time into Motion

History Volumes (MHVs). Based on MHVs we learn and recognize actions.
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segmentation and classification methods which are surprisingly efficient and robust.

Unsupervised Discovery of Motion Primitives: Based on the above contributions, we

are able to segment action streams and cluster those segments into a hierarchy of primitive

action classes. Our method can be used as the first step in a semi-supervised action recognition

system that will automatically break down training examples of people performing sequences

of actions into primitive actions that can be discriminatingly classified and assembled into high-

level recognizers.

1.3.2. Action Recognition from Arbitrary Views using 3D Exemplars

Also our second approach attempts action recognition independent of view. This time we

achieve this goal even when only a single view is given, but nevertheless without requiring

labeled body parts or any form of point correspondences between pairs of observations. When

recognizing actions from a single view we can not longer rely on a 3D reconstruction during the

recognition phase. Yet, key of our approach to achieve view-independent action recognition is

the use of an internal 3D action model, learned from multiple views, which is then used during

recognition to produce arbitrary 2D image information, see Figure 1.4. The approach makes

the following contributions:

3D Exemplar-based HMM: The problem is formulated as a probabilistic graphical model.

An exemplar-based HMM is derived, which represents action and view-transform as two inde-

pendent Markov processes, one for the orientation of the subject relative to the camera, and the

other for the view-independent, body-centered motion states taken by the performer during the

various stages of the action. The random processes are centered around a set of discriminative

3D key-poses, the exemplars, which represent the different motion states, and which are used

to generate the 2D silhouette observations.

Discriminative Key-Pose Selection: For selection of the key-poses, a wrapper approach

is proposed. It is shown, that a very small set of such discriminatively selected key-poses is

sufficient to represent a large number of different actions performed by different actors.

1.3.3. Action Recognition using Exemplar-based Embedding

Our previous experiments with small sets of exemplars inspired our last approach, where we

derive a strongly simplified and purely bottom-up driven exemplar representation. We present

a dynamic free, compact and efficient action representation, based on a set of distances to a
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Single View Observations 

Generate

3D Sequence

3D Exemplar

HMM

time
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Generate 2D Views

Figure 1.4.: ”Exemplar-based HMM” for action recognitions from arbitrary views: A learned

3D model is used to generate 3D visual hull sequences. The 3D sequences are projected into

2D and matched against the observation.
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set of discriminative static key-pose exemplars. On a public available and well known view-

dependent dataset, we then demonstrate that such a representation, which in particular does not

attempt to model any temporal relations between frames, can recognize actions with state-of-

the-art results. Also, we experiment in our last approach with exemplars and edge-filters images

to overcome dependencies on background-subtraction. The approach makes the following con-

tributions:

Exemplar Embedding Representation: A new representation is derived, which repre-

sent an entirely action sequence trough a fixed set of exemplar distances. The representation is

equivalent to embedding actions into a space defined by distances to key-pose exemplars. The

representation is insensitive to temporal order and variations in time-scale, and has the virtue of

efficiency and simplicity.

Dynamic free Action Modeling: The approach demonstrates how a set of discriminative

static key-poses is sufficient to model many different actions performed by different actors. In

particular no modeling of temporal dependencies between key-poses is necessary to achieve

state-of-the-art results.

Recognition from Cluttered Sequences: We demonstrate how the proposed exemplar

representation, in conjunction with advanced matching distances, can be used for recognition

from cluttered and non-background segmented sequences.

1.3.4. IXMAS Dataset

Finally, a contribution, which is also worth mentioning, is our dataset (Figure 1.2(b)), which we

recorded during the course of our experiments. The Inria xmas motion acquisition sequences

(IXMAS) forms a multi-view action recognition dataset of 13 daily-live actions, performed by

11 different actors, each 3 times with changing viewpoint. It is the only publicly available mul-

tiview action recognition dataset. Since we made it publicly available, it has been downloaded

from research groups all over the world, and was used in several recent peer conference pub-

lications, e.g. [Aganj et al., 2007, Lv and Nevatia, 2007, Zhang and Zhuang, 2007, Liu et al.,

2008, Junejo et al., 2008, Liu and Shah, 2008, Vitaladevuni et al., 2008, Yan et al., 2008].

1.4. Thesis Outline

A detailed review of the state-of-the-art in action recognition is presented in Chapter 2. We

thereby follow the taxonomy briefly sketched in Section 1.2, where we classify approaches ac-
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cording to posture representation and action modeling. We then focus on view-independent

representations for action recognition, and finally discuss approaches for automatic segmenta-

tion, motion primitives discovery, and recognition from realistic streams of actions.

In Chapter 3 we present motion history volumes (MHVs) as a free-viewpoint action repre-

sentation. Motion history volumes are derived as extension to motion history images [Bobick

and Davis, 1996b]. We then present algorithms for orientation invariant alignment and compar-

isons of MHVs, using a representation based on Fourier magnitudes in cylindrical coordinates.

Experiments on the IXMAS dataset show that MHVs supports meaningful categorization of

simple action classes performed by different actors, irrespective of viewpoint, gender and body

sizes. This chapter is based on work first presented at the IEEE International Workshop on

modeling People and Human Interaction (PHI), 2005, [Weinland et al., 2005], and was revised

for a journal version in Computer Vision and Image Understanding (CVIU), 2006, [Weinland

et al., 2006b].

In Chapter 4 we present a method for automatic temporal segmentation using MHVs. In

experiments we show how segmentation and classification based on MHVs can be used to au-

tomatically discover taxonomies of motion primitives from unlabeled sequences of motions.

Further we show classification and detection results on continuous streams of actions. This

chapter is based on work published in IEEE Conference on Computer Vision and Pattern Recog-

nition (CVPR), 2006, [Weinland et al., 2006a]. Parts where also taken from the Journal paper

[Weinland et al., 2006b].

In Chapter 5 we give a short introduction into HMMs and their extension to exemplar-based

HMMs. Algorithms for HMM parameter learning and exemplar selection are given. We then

specially discuss our choice for exemplar selection, which is based on a wrapper approach [Ko-

havi and John, 1997], in comparison with other selection methods.

In Chapter 6 we detail our approach for action recognition from arbitrary views using an

exemplar-based HMM. We experiment the approach on various camera setups from the IXMAS

dataset, and finally give a comparison to results achieved with the MHV representation. This

work was first presented in IEEE International Conference on Computer Vision (ICCV), 2007,

[Weinland et al., 2007].

In Chapter 7 we present our approach for exemplar based embedding. The embedding rep-

resentation is detailed, and different choices for image representation and matching function

are discussed. We perform experiments on a publicly available dataset, and compare them with

the state-of-the-art. This chapter is based on work presented in IEEE Conference on Computer

Vision and Pattern Recognition (CVPR), 2008, [Weinland and Boyer, 2008].

Finally, in Chapter 8 we conclude our work, discuss issues, and give directions for future

work.
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CHAPTER 2

State of the Art

Action recognition has become an active research topic in computer vision over the last years,

and a considerable amount of literature exists on several aspects of it. As stated earlier, actions

recognition approaches typically consist of a combination of vision and machine learning tech-

niques. The vision part is to extract representative posture features from the image or video

signal; the machine learning part is to model action typical distributions over such features,

in posture-space and in time. Although boundaries between the two parts sometimes overlap,

we nevertheless found such a classification of approaches, based on posture representation and

action representation, most adequate to review current state of the art approaches; and we will

use this taxonomy in the following. Another important point, and one of the main contributions

of our work, is view-independent modeling of actions. Therefore we will review different view

representation used for action recognition in a separate section. Also learning and modeling of

motion primitives, and their automatic identification in sequences is of interest for this thesis

and will be reviewed in a separate section. For more broad reviews of tracking, motion capture,

and recognition techniques we refer to the surveys [Cedras and Shah, 1994, 1995, Aggarwal

and Cai, 1999, Gavrila, 1999, Moeslund and Granum, 2001, Aggarwal and Park, 2004, Forsyth

et al., 2005, Moeslund et al., 2006].

2.1. Posture Representation

Various ways to represent human posture for action recognition have been suggested. We sepa-

rate between model based representation, i.e. approaches based on parametric body models that

15
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Figure 2.1.: Illustration of moving light displays, taken from [Johansson, 1973]. Johansson

showed that humans can recognize actions merely from the motion of a few light displays

attached to the human body.

use techniques from motion capture (MOCAP), and approaches that do not use a body model.

For the latter we distinguish further between approaches based on global representations and

approaches based on local representations.

2.1.1. Model Based Representations

Model based approaches represent posture in form of a parametric model of the human body.

In his seminal psychophysical work on visual interpretation of biological motion, Johansson

[1973] showed that humans can recognize actions merely form the motion of a few moving

light displays (MLD) attached to the human body (Figure 2.1). Over several decades these ex-

periments inspired approaches in action recognition, which used similar representations based

on motion of landmark points on the human body. The experiments were also origin of the

vexed controversy on whether humans actually recognize actions directly from 2D motion pat-

terns, or whether they first compute a 3D reconstruction from the motion of the patters — and

accordingly the question: how to proceed in action recognition? Other works [Cutting and Ko-

zlowski, 1977, Kozlowski and Cutting, 1977] showed, that humans can even identify gender

and identity from MLDs. Later, Sumi [1984] found that upside-down recordings of MLDs are

usually not recognized by humans, what was interpreted as the presence of a strong prior model

in humans perception [Goddard, 1989], which expects people walking upright and which can

not adapt to strong transformations.

Consequently, two different paradigms exist: ”recognition by reconstruction” and ”direct

recognition”. Recognition by reconstruction approaches use motion capture techniques to esti-

mate a 3D model of the human body, typical represented as a kinematic joint model. See Figure

2.2 for some examples. In their seminal theoretical work on representation of three dimensional
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shapes, Marr and Nishihara [1978] proposed a body model consisting of a hierarchy of cylin-

drical primitives. Such a model was later adopted by several top-down approaches, e.g. [Hogg,

1983, Rohr, 1994]. ”Top down” means here, that a 3D model is used in a generative framework,

i.e. 3D body models are sampled from the search space of joint configurations, projected into

2D, and matched against the observation. A more general body model based on super-quadrics

was used in the multiview approach of Gavrila and Davis [1995]. Even more flexible the model

used in [Green and Guan, 2004], which approximates body parts in 3D through a textured spline

model. In [Ramanan and Forsyth, 2003, Ikizler et al., 2007] a bottom-up approach is proposed,

which first tracks body parts in 2D, using rectangular appearance patches, and then lifts the

tracked 2D configuration into 3D. Marker-based MOCAP techniques were also used for action

recognition, for instance Campbell and Bobick [1995] compute a joint model from 14 marker

points attached to a ballet dancer’s body. Instead of recovering kinematic joint configurations,

several approaches directly work on the trajectories of 3D anatomical landmarks, e.g. [Campbell

et al., 1996, Brand et al., 1997, Wilson and Bobick, 1999].

Direct recognition approaches directly work on 2D models of the human body, without lifting

these into 3D. Common 2D representations are stick figures and 2D anatomical landmarks,

similar to Johansson’s MLDs. Goddard [1992] works on interpretation of MLDs. Guo et al.

[1994] recover a stick figure from the skeleton of a person’s silhouette. Niyogi and Adelson

[1994] detect stick figure motions in the space-time volume spanned by an image sequence of a

walking person. Alternatively, coarse 2D body representations based on blobs and patches can

be used, e.g. [Starner and Pentland, 1995, Bregler, 1997, Brand et al., 1997, Yacoob and Black,

1998].

Independent of the model used (2D or 3D) the difficulties with finding body parts and estimat-

ing a parametric body model are evident. Commercial MOCAP systems use markers attached

to the actors to recover the body pose, or require heavy user interaction, but there are only few

applications in action recognition that allow for such constraints, e.g. film production and an-

notation of MOCAP data for animation [Arikan et al., 2003]. Markerless MOCAP is typically

based on highly non-convex optimizations, which are doomed to such issues as false initializa-

tion, local extrema, and non-recovery from failure. Recent developments in MOCAP [Rosales

and Sclaroff, 2000, Sminchisescu and Triggs, 2001, Agarwal and Triggs, 2006] use strong prior

learning to reduce such issues by assuming particular types of activities, walking or running for

instance, and thus by imposing constraints on the type of possible body configuration. Hence,

these methods strongly reduce the search space of possible poses considered, which, however,

limits their application to action recognition. Moreover, works that combine MOCAP with ac-

tion models [Zhao and Nevatia, 2002, Peursum et al., 2007], indicate that successful MOCAP

may need good action models, rather than the other way around.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 2.2.: Model based posture representations: (a) hierarchical 3D model based on cylindri-

cal primitives [Marr and Vaina, 1982]; (b) ballet dancer with markers attached to body [Camp-

bell and Bobick, 1995]; (c) body model based on rectangular patches [Ramanan and Forsyth,

2003]; (d) blob model [Brand et al., 1997]; (e) 2D marker trajectories [Yilmaz and Shah, 2005b];

(f) stick figure [Guo et al., 1994].
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2.1.2. Global Representations

The difficulties with estimating exact body models drove the development for other representa-

tions. Global representations, also sometimes called holistic representations, do not model body

parts, and instead only encode global body structure, mostly in form of fixed size templates.

See Figure 2.3 for some examples. Such representations are strong simplifications compared

to parametric body models. As our goal is, however, not the exact recovery of joint configura-

tions, but to provide useful features for a higher level activity reasoning, action recognition can

strongly benefit from such simplified representations, which avoid the difficulties of MOCAP

approaches.

In their seminal work Bobick and Davis [1996a] motivated the use of templates for action

recognition in an experiment. In the spirit of Johansson [1973] (see Section 2.1.1) they showed

sequences of extremely low dimensional and blurred action recordings to an audience. Unlike

with Johansson’s MLDs, the blurred sequences did not carry sufficient cues for reconstructing

and fitting human body parts, yet most of the people where able to recognize the actions. Bo-

bick and Davis [1996a] concluded, that often simplified body representations, such as blurred

templates, contain sufficient cues for recognition.

Among the various global representations used by the various action recognition approaches,

silhouettes and contours are most frequently. Yamato et al. [1992] divide a silhouette image

into a set of non overlapping bins, and compute the ratio of black and white pixels within each

bin. A similar representation is also used in [Wang and Suter, 2007]. Bobick and Davis [1996b]

integrate silhouettes over time in so called motion history images (MHI) and motion energy

images (MEI),see Figure 2.5. In [Masoud and Papanikolopoulos, 2003] a similar representation

is derived based on an infinite impulse response filter. Meng et al. [2007] proposes the use

of a hierarchical MHI. Rittscher and Blake [1999] use a spline contour to track the outline of

a person. Ogale et al. [2004] uses phase correlation to match silhouette images. Blank et al.

[2005] and Yilmaz and Shah [2005a] both work on the volume spanned by silhouette images

over time. Lv and Nevatia [2007] matches silhouettes using shape context descriptors.

Silhouette representation are insensitive to color, texture, and contrast changes, but never-

theless provide sufficient discriminative information for pose classification. On the downside,

silhouette base representations fail in detecting self occlusions, and depend on a robust back-

ground segmentation. Consequently, few attempts have been made to apply above methods in

uncontrolled setting, e.g. outdoor scenes, where exact background segmentation is difficult. The

chamfer distance has been used to match silhouettes of humans in cluttered scenes [Gavrila and

Philomin, 1999, Toyama and Blake, 2001, Elgammal et al., 2003], but few of these techniques

have been extended to action recognition in uncontrolled setting.

Instead of depending on a background model, one can segment body structure from back-
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(a)

(b) (c)

(d)

(e)

Figure 2.3.: Global posture representations: (a) Silhouettes of tennis strokes [Yamato et al.,

1992]; (b) silhouettes pixels accumulated in regular grid [Wang and Suter, 2007]; (c) spline

contours [Rittscher and Blake, 1999]; (d) optical flow magnitude accumulated in regular grid

[Polana and Nelson, 1994]; (e) optical flow split into directional components, then blurred

[Efros et al., 2003].
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ground by identifying only parts that are moving. Several works use optical flow to that aim.

Polana and Nelson [1992] compute several statistics based on the direction and magnitude of

the normal flow. In [Polana and Nelson, 1994] flow magnitude is accumulated in a grid of

non-overlapping bins. Cutler and Turk [1998] segment an optical flow field into motion blobs.

Efros et al. [2003] split the optical flow field into four different scalar fields (corresponding to

the negative and positive, horizontal and vertical component of the flow), which are separately

matched. This representation was also used in [Robertson and Reid, 2005, Wang et al., 2007].

Also gradient fields in XY T direction [Zelnik-Manor and Irani, 2001] can be used to identify

structure based on motion.

Flow based representations are typically computed over a small time window, and contain

thus besides posture cues as well motion information. While not depending on a background

subtraction, these approaches depend strongly on the flow computation, and consequently in-

herit all issues that come with these estimations, such as sensitivity to noise, color, and texture

variations.

It is also possible to simply match images without any foreground and background substrac-

tion, as in the seminal work of [Darrell and Pentland, 1993], where images of hand gestures are

directly correlated. This work assumes however a static black background.

Templates result in strong simplifications compared to parametric body models. Templates

are, however, difficult adapted to variations in view and pose. It is thus important to account for

such variation, either through a large number of different template instances, or by using suitable

features and matching functions that are insensitive to view and pose transformations. While

holistic approaches have been applied to scenarios of many different kind, they are sometimes

advocated as being especially useful for distant-views and coarse representations, e.g. ”30 pixel

tall” [Efros et al., 2003].

2.1.3. Local Representations

A compromise between global static templates and the highly parameterizable body models, is

to decompose a global observation into smaller informative regions and to describe the regions

by a set of local templates. Unlike with model based representations, the resulting interest

regions are, however, not linked to certain body parts. Instead basic image statistics, such as

high variation in tempo-spatial gradient, or homogeneity criteria, are used to locate the regions

in images and videos.

Recently, so called space-time interest points [Laptev and Lindeberg, 2003, Dollar et al.,

2005] became popular, driven by the success of interest points and local descriptors [Forstner

and Gulch, 1987, Harris and Stephens, 1988, Schmid et al., 2000, Lowe, 2004] in object recog-

nition and image classification. Such image classification approaches are typically based on
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(a) (b)

Figure 2.4.: Local posture representations: (a) Space-time interest points in [Laptev and Linde-

berg, 2003] are computed at points of high spatiotemporal variation (”spatiotemporal corners”).

(b) Spatio-temporal features in [Dollar et al., 2005] are designed to be more responsive then the

former space-time interest points.

bottom up strategies, which first detect small interest regions in the image, mostly at corner

like structures, and then assign each region to a set of preselected ”vocabulary-features”. Image

classification reduces then to computations on histograms, which accumulate the occurrence of

such vocabulary-features. Similar interest detectors have been proposed by Laptev and Linde-

berg [2003] and later by Dollar et al. [2005], see Figure 2.4, to locate informative regions in

the space-time volumes spanned by video sequences. Typically, for each detected location a

compact vector descriptions [Laptev and Lindeberg, 2003, Dollar et al., 2005, Scovanner et al.,

2007] of the surrounding space-time cuboid is formed and assigned to a set of preselected

vocabulary-features. Generally there are many analogies between these approaches and the use

of so called SIFT-descriptors [Lowe, 2004] in image classification.

A huge advantage of interest point based approaches is, that no background subtraction is

required for the computation of the space-time features. On the downside, the detected features

are mostly unordered and of variable size, and consequently modeling geometrical and tem-

poral structure is difficult with space-time features. Many approaches stick therefore with so

called ”bags of features” representations, which, as previously mentioned, describes sequences

simply through histograms of feature occurrences, without modeling any geometrical structure

between the feature locations [Laptev and Lindeberg, 2003, Schuldt et al., 2004, Dollar et al.,

2005, Jhuang et al., 2007, Niebles et al., 2006, Nowozin et al., 2007, Scovanner et al., 2007].

Bags of feature modeling became prominent in image classification for categorization of ob-

jects classes, such as bicycles, cars, and chairs for example. In these settings, discarding global

structural information can be even advantageous, as it results in proper insensitivity to intra-

class variations and view transformations. It is however not clear whether such insensitivity
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to structural information is advantageous for action recognition task, where we are concerned

with a single object category, i.e. the human body, yet with exact knowledge about its structural

configuration. Recent approaches [Niebles and Fei-Fei, 2007, Wong et al., 2007] use graphi-

cal models to add structural information to local feature representations in action recognition.

These attempts are however in a very early state, and currently do not lead to significant im-

provements in recognition results.

Besides SIFT like features, other forms of local patches have been used. Boiman and Irani

[2005] try to compose newly observed space-time regions using patches extracted from previous

frames of a sequence. This approach needs no supervision and can detect irregularities in videos

as well as in single images. Unfortunately, it depends on an extensive combinatorial search

over all possible space-time patch combinations. Another possibility to identify patches is to

over-segment the space-time volume, and to explain segments through prior manually selected

space-time patches [Ke et al., 2007]. In this work pictorial structures [Fischler and Elschlager,

1973, Felzenszwalb and Huttenlocher, 2000] are used to model geometric relations between the

patches.

2.2. Modeling Actions

As mentioned earlier, from a machine learning view, actions consist of distributions over pos-

ture configurations, this over time. In the previous section we discussed different vision based

posture representations. In this section we discuss how to model statistics over such posture

representations, and in particular how to represent the temporal component of such models.

We therefore distinguish between three kinds of approaches: state-transition models, i.e. ap-

proaches that explicitly model temporal evolution of posture configurations, typically through

a set of finite states and temporal transitions between these states; space-time representations,

i.e. approaches that implicitly model posture and time by learning static classifiers over com-

plete sequence examples; and Dynamics-free representations, i.e. approaches that do not model

temporal relations between postures.

2.2.1. State-Transition Models

We can represent dynamics over postures explicitly using a dynamical model, i.e. an approx-

imation of the true dynamic system. The choice of dynamic model is generally independent

from the posture representation, i.e. joint models or templates. A common way to approximate

the dynamical system over postures is to group postures into similar configurations, i.e. states,

and to learn temporal transition functions between these states. We name this kind of dynamics

modeling state-transition models.
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Among the versatile state-transition models used for action recognition the most prominent

is certainly the hidden Markov model (HMM) [Rabiner, 1990]. The HMM came in particular

to fame because of its great success in the speech and natural language processing community.

It is a basic probabilistic finite state machine with a single state variable, whose labels typically

represents different posture clusters. State transitions follow the Markovian assumption, i.e. the

state at time t only depends on its directly preceding state at time t − 1. The first work on

action recognition using HMMs was probably [Yamato et al., 1992], where a discrete HMM is

used to represent sequences over a set of vector quantized silhouette features of tennis footage.

Starner and Pentland [1995] use a continuous HMM for recognition of American sign language.

Bregler [1997] learns a kind of switching-state HMM over a set of autoregressive models, each

approximating linear motions of blobs in the video frame. Other approaches using HMMs are

[Wilson and Bobick, 1995, Brand, 1999, Wang et al., 2001, Green and Guan, 2004, Ogale et al.,

2004, Lv and Nevatia, 2006], for instance.

Various extensions to the more general class of dynamic Bayesian networks (DBN) [Ghahra-

mani, 1998] have been proposed to overcome limitations of a HMM. Brand et al. [1997] learn

coupled HMMs to model interactions between several state variables. They use a two state

coupled HMM to recognize interactions between left and right hand motions during Tai Chi ex-

ercises. Park and Aggarwal [2003] use a complex DBN to model interactions between two

persons, such as hugging, handshaking, and punching for instance. Peursum et al. [2005]

model interactions between people and objects in their work using Bayesian networks. Nguyen

et al. [2005] propose to use hierarchical HMMs for activity recognition. Jojic et al. [2000] and

Toyama and Blake [2001] extend HMMs with separate latent states for posture and view.

In recent work, Sminchisescu et al. [2005] propose to use Conditional Random Fields (CRF)

instead of HMMs. They argue that CRFs can better model dependencies between features and

observations overs time, because they do not depend on strong simplifying assumptions such as

the HMMs. Further, CRFs are advocated for being discriminative, compared to the generative

HMMs. Modelling sub-structures within actions is, however, not as straightforward with a

CRF, as it is e.g. with a HMM. Therefore the basic CRF framework, proposed in [Sminchisescu

et al., 2005], can only model dynamics between separate actions instances, but not within action

classes. More recent works in [Wang et al., 2006a, Morency et al., 2007, Wang and Suter, 2007]

overcome this problem by using additional layers of latent variables.

Other dynamic models that have been used for action recognition are: auto regressive models

[Bregler, 1997, Rittscher and Blake, 1999, Bissacco et al., 2001], grammars [Ivanov and Bobick,

2000, Ogale et al., 2005], state-space approaches [Bobick and Wilson, 1997], time delayed

neural networks [Yang and Ahuja, 1999], and techniques from natural language processing

[Kojima et al., 2002, Thurau, 2007], among others.

Ali et al. [2007] criticize in their work the previously discussed dynamic models for making
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assumption about the dynamical process, such as linearity, number of states, and Markovian

assumption, etc., and they argue that these models only approximate the true non-linear physical

process of human motion. They propose to use a chaotic system, to discover the true type of

inherent dynamics.

It is also important to mention, that state space models are especially advantageous due to

their high degree of modularity. Sequential models can serve as smaller vocabulary units to

build larger networks of complex actions [Ikizler et al., 2007], and similarly, complex models

can be used to segment sequences into smaller units [Brand and Kettnaker, 2000, Green and

Guan, 2004, Peursum et al., 2004], as discussed more in detail in Section 2.4.

2.2.2. Space-Time Representations

Instead of representing posture and dynamics explicitly and separately in a layered model,

space-time representations implicitly encode dynamics by directly learning the appearance of

complete sequences. As for the state-transition models, space-time representations can gener-

ally use any posture representations, i.e. joint models or global/local templates.

Typically, space-time approaches directly represent dynamics through example sequences,

either by stacking framewise features into a single feature vector, or by extracting features from

the n-dimensional space-time volume spanned by a sequence over time. See Figure 2.5 for

some examples. For instance, Blank et al. [2005] and Yilmaz and Shah [2005a] build space-

time volumes by stacking multiple silhouette frames into a single volumetric representation, and

extract a set of local and global features from this volumes to represent actions. In their seminal

work on space-time templates, Bobick and Davis [1996b] build MHIs by mapping successive

frames of silhouette sequences into a single image, and extract Hu-moments [Hu, 1962] from

this representation. MHIs are generally similar to a depth map computed from a space-time

volume. Polana and Nelson [1993] and Guo et al. [1994] extract Fourier coefficients from a

sequence as compact descriptor.

In comparison to state-transition models, space-time representations can not explicitly model

variations in time, speed, and action style. Such variations are instead represented through large

sets of example sequences, and in combination with advanced classification techniques. As

most space time representations result in fixed size vector representations, they are easily used

with static classification techniques. Often simple nearest-neighbor assignment or naive Bayes

classification are used in experiments, but also more advanced classification techniques have

been proposed, such as Neural Networks in [Guo et al., 1994], Support Vector Machines in

[Meng et al., 2007], and Adaboost in [Ke et al., 2005, Smith et al., 2005, Laptev and Pérez,

2007, Nowozin et al., 2007].

To deal with variable lengths representations, simple length based normalization or the more
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(a)

(b)

Figure 2.5.: Space-time representations: (a) motion energy images (MEI) and motion history

images (MHI) [Bobick and Davis, 2001]; (b) space-time shapes [Blank et al., 2005].
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advanced dynamic time warping (DTW) [Sakoe and Chiba, 1978] has been used. Darrell and

Pentland [1993] correlate observations frames against a set of learned pose templates, and

match the resulting sequences of correlation scores using DTW. Niyogi and Adelson [1994]

and Gavrila and Davis [1995] use DTW to match sequences of joint model configurations.

Veeraraghavan et al. [2006] propose a DTW method for action recognition that allows better

modeling of variations within model sequences. Note that DTW can be also interpreted as a

state-transition model, where each frame of the model sequence represents a sperate state, and

the best sequences of the observation frames through these states is found. Under this consid-

eration it is also important to note, that the dynamic programming algorithm used for DTW is

general a non-probabilistic form of the the Viterbi path algorithm used for HMMs.

It is also important to mention, that several of the previously discussed local and global repre-

sentations, e.g. spatiotemporal features and optical flow (Section 2.1.3 and 2.1.2), are computed

over small time windows (typically 2-4 frames). These representations contain consequently as

well space-time information, however, only in a very small time interval. To model complex

action these descriptors need a further modeling of dynamics using the techniques discussed in

this chapter.

2.2.3. Dynamic Free Representations

Several approaches do not aim to model dynamics, either by using single frames to recognize

actions, or by using time independent measures, such as frequency of feature occurrence over

time. While certainly not practical with all kind of actions, these approaches often argue that

humans can recognize many actions from a single image — hence recognition methods should

be able to do so as well. The benefit of such representations is reduced complexity and insen-

sitive to temporal variations such as exact length and speed of actions. Nevertheless, motion

contains important cues for action recognition, as demonstrated in Johansson [1973]. These

approaches need thus powerful static matching techniques to compensate for the lack of motion

information.

Carlsson and Sullivan [2001] introduced the use of single key-frames, i.e. characteristic

frames of an action, to recognize forehand and backhand strokes in tennis recordings. The term

key-frame comes originally from animation and filmmaking, where key frames define start and

ending point of a smooth motion. Matching in [Carlsson and Sullivan, 2001] is based on an

advanced point to point matching between edge filtered images, to measure the deformation of

a edge template with respect to the image observation.

Time independent representations are also important for action/event recognition from single

imagery, i.e. photographs. Li and Fei-Fei [2007] present an approach that combines different

visual cues in a generative model to recognize sport events in static imagery, e.g. badminton,
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snowboarding, sailing, etc. Another approach for unsupervised discovery of action classes from

single images is proposed in [Wang et al., 2006b].

Besides single static images, sequences can be also encoded without taking temporal relations

into account. Histogram techniques, i.e. the so called bags of features approaches, have been

used to represent sequences simply base on the frequency of feature occurrence e.g. [Schuldt

et al., 2004, Dollar et al., 2005, Scovanner et al., 2007, Wang et al., 2007]. The biologically mo-

tivated system of Jhuang et al. [2007] uses a different technique with feature vectors computed

as maximum match responses to a set of prototypes.

Similarly, in our work on exemplar-based embedding (Section 7) we derive a new represen-

tation, which does not take temporal relations into account. In particular we found that time

independent modeling of actions can often compete with much more complicated dynamical

frameworks, while providing the virtues of simplicity and efficiency.

As with space-time representations, time independent representations typically result in fixed

size vectors, and are therefore often used in combination with advanced classification tech-

niques, such as SVMs in [Schuldt et al., 2004, Jhuang et al., 2007] and Adaboost in [Nowozin

et al., 2007].

2.3. View Independent Representations

As mentioned earlier (Section 2.1.1), fundamental considerations on the model representation,

i.e. wether to use a 2D or 3D representation, have a long history in action recognition. Early psy-

chophysical experiments [Johansson, 1973] where asking whether humans use structure from

motion reconstruction to recognize actions, or whether they recognize actions directly from 2D

motion patterns. Besides action recognition, paradigms on reconstructive vision vs. purposive

vision [Aloimonos, 1990] where generally popular in the vision community.

Approaches demonstrating general qualities of either direction (2D or 3D model) have been

proposed. Following the initial success of those approaches, new challenges, such as learning

larger number of action classes and robustness under more realistic settings, gained importance.

Within this scope, a very important demand is independence to viewpoint, which wasn’t address

by most of the early approaches. It is our opinion, that such considerations bring the issue on

how to represent posture, i.e. in 2D or 3D, into a interesting new perspective. In the following

discussion we will therefore in particular focus on the different view representations used by

action recognition approaches, i.e. 2D, multi-view, or 3D.

We take our taxonomy for view-independent action recognition from work on shape match-

ing: Kazhdan [2004] names three strategies for view-independent matching: normalization,

invariance, and exhaustive search. Normalization maps observations from different views into a

common canonical coordinate frame; matching is then performed under this canonical setting.
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Invariance uses features that do not depend on view transformations, such that the resulting

match is the same for any view transformation. Exhaustive search takes all possible view trans-

formations into account, and searches for the optimal match within these. All these strategies

apply as well to action recognition, with the additional difficulty that the viewpoints themselves

may change over time. In the following we discuss approaches based on these strategies, and

further, as mentioned previously, separate between view representations in 2D, multi-view, or

3D.

2.3.1. Normalization

In normalization, each observation is mapped to a common canonical coordinate fame. There-

fore normalization approaches generally first estimate cues that indicate the transformation from

the canonical frame to the current state of the observation, and then correct the observation with

respect to the estimated transformation. Matching then takes place after the observations have

been normalized.

Normalization in 2D

Normalization is used by many approaches as a preprocessing step to remove global scale and

translation variations. In particular global representation, e.g. silhouette base approaches (Sec-

tion 2.1.2), often extract a rectangular region of interest (ROI) around the silhouette, and scale

and translate this region to a unit frame. This normalization removes global variations in body

size, as well as some scale and translation variations resulting from perspective changes.

Normalization with respect to out-of-plane transformations, e.g. a camera rotation, is not

trivial given a single 2D observation. Nevertheless, Rogez et al. [2006] propose a method, which

estimates the 3D orientation of a person from its walking direction in 2D, using knowledge

about the ground homography and camera calibration. Assuming only horizontal rotation of

the body in 3D, the 2D silhouette of the person is perspectively corrected onto a fronto parallel

view and matched against a set of canonical silhouettes.

Normalization in 3D

Although it strongly limits the application of action recognition approaches, walking direction

as orientation cue was, as well, used by several 3D based approaches to compute a reference

frame for normalization. Bodor et al. [2003] use multiple views to compute a 3D voxel recon-

struction of a walking person. The walking direction is then used to back-project the person

silhouette on a view orthogonal to the walking direction, and action recognition is performed

on the resulting silhouettes. Also Cuzzolin et al. [2004] align voxel grids of human bodies us-
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ing their waking direction. After normalization, they perform action recognition on velocities

of body part estimates. Roh et al. [2006] extend MHIs [Bobick and Davis, 1996b] to disparity

maps. An estimated global flow direction is used in this work to align the 2.5D MHIs. Also

several joint model based approaches use an estimated walking direction to estimate the initial

model, e.g. [Zhao and Nevatia, 2002, Peursum et al., 2007].

Given a 3D joint body model, an orientation independent joint representation can be compute

based on the global body structures. Often the torso is used as reference object to normalize

all joints with respect to its orientation. It is further possible to represent each body part with

and individual coordinate frames. For example, Gavrila and Davis [1995] compute individual

reference frames for the torso, arms, and hips.

In summary, normalization approaches are based on the estimation of the body orientation.

Consequently, all following phases depend on the robustness of this step. Miss alignments,

because of noise or intraclass variations, are likely to affect all following phases of the approach.

2.3.2. View Invariance

View-invariant approaches do not attempt to estimate view transformations between model and

observation. Instead view-invariant approaches search for features and matching functions that

are independent (i.e. do not change) with respect to the class of view transformations considered.

View Invariance in 2D

A simple form of view-invariance is based on histogramming. Instead of representing image

features in a fixed grid, only the frequency of feature occurrences is stored. Such an represen-

tation has been used for instance by Zelnik-Manor and Irani [2001] to represent distributions of

space-time gradients. This representation, however, only provides invariance to transformations

in the image plane.

The availability of point correspondences, e.g. in form of anatomical landmarks, was fre-

quently used for view-invariant matching between pairs of observations, see Figure 2.6 for some

examples. For instance, an epipolar geometry can be estimated from a subset of point corre-

spondences, and then used to constrain the set of all point correspondences, and respectively a

matching cost over changing views can be computed without requiring a full 3D reconstruction.

I.e. given point matches (xi, x
′
i), i = 1, . . . , n ≥ 8 in pairs of images I, I ′, the fundamental ma-

trix F , which holds the relation xiFx′
i = 0, can be estimated. This relation holds however only

if all point pairs come from the same rigid object. Hence the resulting residual
∑

i |xiFx′
i|

2 can

be used as matching cost [Syeda-Mahmood et al., 2001, Gritai et al., 2004, Sheikh and Shah,

2005, Yilmaz and Shah, 2005a,b]. Similar, matrix factorization and rank constraints, as in struc-

ture from motion estimation [Tomasi and Kanade, 1992], can be used to validate whether point
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correspondences in two images came from the same single rigid object [Seitz and Dyer, 1997,

Rao et al., 2002, 2003a,b].

Geometric invariants, i.e. measures that do not change under a geometric transformation, can

also been used for invariant matching of landmark points. These invariants can be computed

from 5 points that lie in a plane. Parameswaran and Chellappa [2003, 2005, 2006] detect joint

configuration during walking cycles that fulfill the condition of 5 landmarks lying in a common

plane, and use these to compute geometric invariants.

All these approaches are based on the assumption that point correspondences are available

in pars of images. With exception in [Rao et al., 2002, 2003a,b, Yilmaz and Shah, 2005a], the

problem of how to compute such points is not addressed by these approaches. Another draw-

back of these approaches is, that the matching can only be computed between pairs of image

observations, and it is difficult to extend the matching to more general class representations.

Further note, that although these approaches are single view 2D, computing the fundamental

matrix and structure from motion factorizations are already first steps towards a 3D reconstruc-

tion.

View Invariance in 3D

Based on 3D body part trajectories Campbell et al. [1996] investigates 10 different view-

invariant representations in their work. These include shift invariant velocities (dx, dy, dz) in

cartesian coordinates, and shift and horizontal rotation invariant velocities (dr, dθ, dz) in polar

coordinate. In evaluation on 18 Tai Chi gestures, the polar coordinate representation has best

overall recognition rates.

There are few other view-invariant approaches in 3D, and especially few approaches that do

not depend on a joint body model or point correspondences. An exception is the work of Cohen

and Li [2003], which proposes a view invariant pose representation based on a voxel recon-

struction. Cylindrical 3D histograms (Figure 2.7) similar to the 2D shape context descriptor

[Belongie and Malik, 2000], are used as invariant measure of the the voxel’s distribution in this

work. The same descriptor was later used by Pierobon et al. [2006] for action recognition. This

representation, however, only applies to binary voxel grids.

One of the contributions of our work is a view-invariant representation based on Fourier

coefficients in cylindrical coordinates, that applies to any multi-valued voxel representations,

e.g. in our work a 3D extension of MHIs. Fourier descriptors are well known as invariant shape

representations, e.g. [Granlund, 1972, Zahn and Roskies, 1972, Otterloo, 1991]. Similar, the

closely related spherical harmonics (broadly speaking: Fourier components on a sphere) have

been proposed for invariant shape retrieval by Kazhdan et al. [2003]. To our knowledge, no

previous work exist on using invariant fourier descriptors for action recognition.
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(a)

(b)

Figure 2.6.: View invariant action recognition: (a) geometrical invariants can be computed from

5 point that lie in a plane [Parameswaran and Chellappa, 2003]; (b) View-invariant matching

of hand trajectories [Rao et al., 2003b]. Point matches between different observations are com-

puted from discontinuities in motion trajectories.
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Figure 2.7.: View invariant visual hull distributions [Cohen and Li, 2003]: (Left) invariant to

rotation along vertical axis using a cylindrical surface. (Right) 3D rotation invariance using a

sphere.

In parallel to our work, another view invariant MHI representation has been propose. Canton-

Ferrer et al. [2006] proposes to compute MHVs from voxel reconstructions, similar to our work.

However, they chose a different invariant representation based on 3D moments [Lo and Don,

1989].

2.3.3. Exhaustive Search

Instead of deciding on a single transformation, as it is typical for normalization methods, or

discarding all transformation dependent information, as with invariant methods, one can search

over all possible transformations considered. At first sight, an exhaustive search may seem

heavy on computational resources. Yet, reasonable assumptions, such as restrictions to certain

classes of transformations, advanced search strategies, and propagation of findings over time,

can drastically reduce the search space. Moreover, with the steadily increasing performance

of modern computer systems, the computational expense of such methods is about to become

fairly manageable.

Exhaustive Search using Multiple 2D Views

Several approaches use a fixed set of cameras installed around the actor, and simultaneously

record the actions from this multiple views. During recognition, an observation is then matched

against each recorded view and the best matching pair is identified. In their work on MHIs,
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Bobick and Davis [2001] record actions with 7 cameras, each with an offset of 30◦ in the

horizontal plane around the actors. During recognition two cameras with 90◦ offset are used,

and matched against all pairs of recorded views with the same 90◦ offset. An action is then

labeled with respect to the best average match of two cameras. Similar Ogale et al. [2004,

2005] use 8 prerecorded views, and a single view during recognition. Their work uses a single

HMM to mode temporal relations between prototype silhouettes and view changes over time.

Also Ahmad and Lee [2006] use 8 prerecorded views. In their work individual HMMs for each

view are learned without transitions between close views. Consequently, smooth view changes,

e.g. a person slowly turning around while performing an action, can not be recognized.

All these approaches only work with a limited set of prerecorded views; any camera config-

uration that was not explicitly recorded during learning can not be modeled.

Exhaustive Search using a 3D Generative Model

To achieve more flexibility with respect to changes in camera setup, an internal model based on

a 3D representation can be used. From such a 3D representation, and given camera parameters,

any possible 2D view observation can be rendered. Generative approaches are frequently used

in MOCAP, where parameterized 3D models of the human body are projected into 2D. These

models have explicit variables for global 3D position and orientation, that are estimated simul-

taneously with the remaining joint parameters, e.g. [Deutscher et al., 2000, Sidenbladh et al.,

2000, Peursum et al., 2007], see also Figure 2.8.

Interestingly, similar methods haven not been proposed for action recognition, and in partic-

ular not without using a representations based on a joint model. An exception is the key-pose

approach by Lv and Nevatia [2007], that has been developed in parallel to our work. In this

work a small set of synthetic 3D key-poses is rendered from a modeling software. Actions are

then matched against the poses, which are projected into 2D with respect to all possible transfor-

mations. Dynamics over poses and changes in view transformations are modeled in a dynamic

network, and the best pose-view sequence is found via a dynamic programming search. Inter-

estingly, this approach which was developed in parallel to our work on exemplar-based HMMs

(Section 6), shares the idea of projecting a set of learned 3D exemplars/keyposes into 2D to

infer actions from arbitrary view. However, the work that we will present in this thesis, uses

a probabilistic formulation instead of the deterministic linked action graph introduced in [Lv

and Nevatia, 2007]], allowing therefore to naturally handle uncertainties inherent to actions

performed by different people and with different styles.

In another context, Frey and Jojic [2000], Jojic et al. [2000], Toyama and Blake [2001] pro-

pose HMMs with additional capabilities to model similarity transformations in the viewing

plane. Such HMMs allow to compute transformation independent observation probabilities by
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(a)

(b)

Figure 2.8.: Generative MOCAP: (a) Tracking a person walking in cycle [Sidenbladh et al.,

2000]. (b) Factor-state hierarchical HMM body model and tracking results using the generative

approach in [Peursum et al., 2007].
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marginalizing over all possible transformations. Computing marginals is indeed a form of ex-

haustive search, except that no deterministic decision are made. Instead a probability taking

all possible search results into account is computed. The exemplar-based HMMs proposed in

this thesis is an extension of such a framework for view independent action recognition. To our

knowledge, such a framework hasn’t been previously used to model perspective transformations

in action recognition.

2.4. Action Recognition in the Real World

Most of the previously discussed action representations where designed for classification of sin-

gle, isolated action units. In this section we discuss some of the techniques that are necessary

to apply such representations to continuous streams of actions, as it is necessary for real world

applications: Temporal segmentation is necessary to cut streams of motions into single action

instances that are consistent to the set of initial training sequences used to learn the models.

Closely related are the questions: how to choose such initial segmentations; and is there some-

thing like an elementary vocabulary of primitive motions in action articulation and perception?

To address this questions we will discuss several works that aim at building action taxonomies.

Another problem that arises on realistic sequences is, that we very unlikely can learn models

for all possible motions that may appear. We need thus techniques to spot actions, i.e. a tech-

nique that identifies important actions within utterances of unimportant actions. Further, we

need models for these unimportant actions, so called filler or garbage models.

2.4.1. Temporal Segmentation

We categorize methods for temporal segmentation into three classes: boundary detection, slid-

ing window, and dynamic programming approaches. Boundary detection methods explicitly

search for features in the motion sequences that characterize start and end points of actions.

Such boundaries are for example discontinuities or extrema in acceleration, velocities, and cur-

vature. Sliding window based methods correlate prior learned action models against the obser-

vation stream, and detect actions by searching for peaks in the correlation score. Dynamic

programming approaches use state-transition representation of actions that explicitly model

transitions between the different action models. Dynamic programming techniques, such as

the Viterbi path, are then used to label a observation by identifying the best sequence of that

observation through the set of action states. The approaches are described in detail in the fol-

lowing.
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Boundary Detection

As mentioned earlier, motion boundaries are typically defined as discontinuities and extrema in

acceleration, velocities, or curvature of the observed motions. The choice of boundaries thus

implicitly results in a basic motion taxonomy.

Marr and Vaina [1982] discussed in their seminal theoretical work the problem of segmenting

the 3D movement of shapes and suggest the use of rest states, i.e. local minima, of the 3D

motion of human limbs as natural transitions between primitive movements. Similar, Rubin

and Richards [1985] define in their work two elementary kinds of motion boundaries: starts

and stops and dynamic boundaries. Starts and stops, are boundaries that occur whenever a

motion changes from a moving state into a rest state, and vice versa. Starts and stops are thus

analog to the rest states defined by Marr and Vaina [1982]. Furthermore, dynamic boundaries

result from discontinuities, such as steps and impulses, in force applied to the object in action,

and fall thus generally within the reference frames defined by starts and stops.

Computational approaches for motion boundary detection are that of Rui and Anandan [2000].

They perform an SVD decomposition of a long sequence of optical flow images and detect

discontinuities in the trajectories of selected SVD components to segment video into motion

patterns. Similar, Ogale et al. [2004] cluster action sequences by detecting minima and maxima

of optical flow inside body silhouettes. Instead of factorizing flow into different components,

their method only uses the average global flow magnitude. Base on 2D trajectories of hand

gestures, Wang et al. [2001] search for local minima of velocities and local maxima of change

in direction. Similar Rao et al. [2002] examine trajectories of hand motions, see Figure 2.6(b).

Kahol et al. [2003] use a hierarchical body model and detect local minima in force, momen-

tum, and kinetic energy of the joints. They compare their segmentation results on professional

choreographed dances.

In our work on motion history volumes (Chapter 4), we propose a segmentation of actions

into primitives based on 3D motion velocity minima. In contrary to previous work, this rep-

resentation does not depend on flow commutations or availability of joint trajectories, and is

directly computed from the global 3D MHV representation. To the best of our knowledge, no

previous work has attempted to perform motion segmentation from volumetric reconstructions.

An advantage of boundary detection methods, is that segmentation does not depend on prior

learned action models. As we will see in our work on MHVs, such independent segmentation

can be used to generates action taxonomies purely from visual cues.

Sliding Window

Sliding window approaches segment video streams based on prior learned action models. Based

on an empirically chosen length and stepsister, a sequence is divided into multiple overlapping
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subsequences. Each subsequence is matched against all learned actions models, and peaks

in the resulting correlation scores are assumed as possible action positions. The segmentation

depends thus strongly on the sequences used to train the models, what is in contrary to boundary

detection, where the action models result from the choice of boundary segmentation criteria.

A sliding window approach can be used with any of the previously discussed spatial and

temporal representations. The space-time approaches [Zelnik-Manor and Irani, 2001, Zhong

et al., 2004, Feng and Cham, 2005, Ke et al., 2005, 2007] use a sliding window. There are

as well approaches that align sequences based on DTW [Darrell and Pentland, 1993, Morguet

and Lang, 1998, Alon et al., 2005], and HMM based representations [Bobick and Ivanov, 1998,

Wilson and Bobick, 1999].

Compared to boundary detection methods, sliding window methods are more expensive, as

they involve per frame evaluation of all models. To achieve robustness against duration of an

action, often multiple window length are used, resulting in an additional multitude of evalua-

tions. Also, as already mentioned, sliding window method can only segment known actions, in

contrary to the boundary detection methods that segment independent of action models.

Dynamic Programming

In the previous section we discussed some state-transition models, such as HMMs, that used a

sliding window to segment actions. In these setups isolated models for each action are evaluated

independently for each windowed observation, and labeling follows a maximum a-posteriori

rule. Another possibility to segment sequence using state-transition models is to build a sin-

gle network from combination of all individual action models. Such networks can be build for

instance by joining all models in a common start and end node and by adding a loop-back tran-

sition between these two nodes. It is also further possible to allow for more complex transitions

between actions, e.g. actions may share states and transitions between actions may be adjusted

individually to reflect realistic probabilities of actions following each other. Such complex

structure are similar to HMMs networks used in continuous speech recognition. Segmentation

and labeling of a complex action sequence is then computed as a minimum-cost path trough

the network using dynamic programming techniques, e.g. the Viterbi path for HMMs [Rabiner,

1990]. The works [Brand and Kettnaker, 2000, Green and Guan, 2004, Peursum et al., 2004, Lv

and Nevatia, 2006] use such networks for action recognition based on HMMs. Similar Smin-

chisescu et al. [2005], Morency et al. [2007] use CRFs. The work of Rittscher and Blake [1999]

uses autoregressive models to represent actions, and a condensation filter to switch between

these models.

One problem with these aparchies is, however, that a meaningful learning of the complex

networks structures requires an enormous amount of training data, especially when transitions
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between actions are learned from real data. In speech recognition such data is available in form

of text-documents, word-transcriptions, and phonetically labeled sequences. Similar data does,

however, currently not exist for action recognition, and therefore transitions between actions

are often set manually, or strong assumption, such as uniform transition probabilities, are made.

Under those assumptions the segmentation quality of these models is equivalent to sliding win-

dow approaches over the individual models. Nevertheless, the dynamic programming technique

can be advantageous, as it efficiently avoids the exhaustive search over all subsequences that is

inherent to the sliding window approaches.

2.4.2. Action Taxonomies

As mentioned earlier, many models in action recognition are derived from techniques in speech

recognition. In speech, the elementary ingredients to build such models, i.e. definitions of

speech primitives, vocabularies, and grammars are well defined. Similar commonly accepted

taxonomies do not exist for motions and actions. Independent proposals for motion primitives

have been made. Bregler [1997] introduces movemes as the complement to phonemes in speech.

Movemes are basic building blocks of actions words, that can be approximated with a linear

system. Similar, Green and Guan [2004] chose the name dyneme. In their work they build

HMM networks based on an empirical chosen alphabets of 35 dynemes. Another work which

addresses building motor primitives in joint space is that of Guerra-Filho and Aloimonos [2007].

In this work, primitives of kinetic origin are named kinetemes. In computer graphics, Rose et al.

[1998] introduce the concept of verbs and adverbs to interpolate new motions from example

motions. In the work of Arikan et al. [2003], the user can define a set of motion primitives,

which is then used to synthesize new composite motions.

Besides manually defining action taxonomies, several approaches attempt a purely data driven

discovery of motion primitives. Brand and Kettnaker [2000], see Figure 2.9(a), start from a fully

connected HMM to represent a continuous action sequence. An entropy based minimization is

then used to discover independent structures within the HMM by pruning most of the tran-

sitions. They evaluate their method on single blob trajectories of office activity and outdoor

traffic. Wang et al. [2001] segment hand gestures using boundary detection. For each seg-

ment a separate HMM is learned and a distance defined between pairs of HMM allows them

to hierarchical cluster these HMMs. Zelnik-Manor and Irani [2001] compute normalized cuts

on correlation matrixes of action sequences to cluster these sequences. Vasilescu [2002] pro-

pose a SVD techniques for 3rd order tensors, to factorize R
people×action×time joint-coordinate

tensors into motion signatures. Jenkins and Mataric [2002] use a spatio-temporal extension of

the ISOMAP embedding method [Tenenbaum et al., 2000] to discover motor-primitive from

MOCAP data.
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(a)

(b)

Figure 2.9.: Primitive discovery and garbage modeling using HMMs: (a) Images from [Brand

and Kettnaker, 2000]. Transition probabilities and initial state probabilities of a fully connected

HMM, (Left) before and (Middle) after structure discovery using entropic estimation. (Right)

resulting graphical model (b) HMM network with additional garbage-model (threshold model).

The garbage model is build as an ergodic fully connected HMM based on copies of all states in

the original models from [Lee and Kim, 1999].
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The work on MHVs we present in this thesis provides a similar unsupervised discovery of

motion primitives. In contrary to previous work, our approach is purely based on visual-cues,

and does not require extraction of a body model or point trajectories.

2.4.3. Action Spotting And Garbage Models

When working with realistic sequences we will be confronted with an almost infinite number

of possible actions. Many of these actions will be meaningless motion utterances that are not

critical for the application context. Nevertheless, it is critical that we detect them as meaning-

less. There are many issues here. One is the size of the vocabulary of human actions. In speech

recognition also, there are problems dealing with large vocabularies. But to be fair, we are not

there yet in action recognition. The first thing is to recognize that we can only deal with a small

vocabulary of actions. Thus, we can either limit ourselves to situations with small vocabularies,

such as sign language, or take care of actions that cannot be recognized because they were not

learned. This is similar to the distinction between open world vs closed world assumptions is

AI.

In analogy to speech recognition, we can distinguish in action recognition between word-

spotting approaches, i.e. approaches that detect a small set of important actions within a large

corpus of unknown actions, and continuous recognition, i.e. approaches that classify observa-

tions, under the assumption that all observed actions belong to a fixed vocabulary of known and

previously learned actions. Most current approaches in action recognition only address the lat-

ter classification scenario. Typically a small fixed set of actions models (≈ 3-10) is learned and

each observation is assigned to one of these models. In speech, similar approaches are mean-

while able to cover vocabularies as large as complete language models. Although attempts to

learn action vocabularies exist (see Section 2.4.2), it is arguably whether these will ever be

as complete as speech vocabularies. Especially if we consider that there is an almost infinite

number of meaningless actions. Moreover, real world applications of action recognition, e.g.

surveillance, often depend on detection of a few important actions, e.g. aggression. Spotting ap-

proaches, that distinguish between key-actions and unimportant actions, are thus an interesting

alternative to continuous action recognition.

Some classification approaches can be easily extended to spotting by thresholding model

distances or similarity scores. Thresholding was used for example in [Darrell and Pentland,

1993, Alon et al., 2005, Ke et al., 2005, 2007]. For approaches that allow for variable length

observations, however, appropriate normalization of the matching scores has to be taken into

account. Typical examples are HMMs, where the observation likelihood continuously decreases

with increasing length of a sequence, and consequently a fixed threshold can not be applied. An

approach that takes such a specialized normalization into account is [Morguet and Lang, 1998].
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An alternative to length based normalization is to explicitly model the non action class using

a so called filler or garbage models [Rohlicek et al., 1989, Rose and Paul, 1990]. There are

few works in action recognition that attempt to learn such a model. An exception is the work

of Lee and Kim [1999] on gesture recognition. Here HMMs are learned for each action and an

additional garbage model is build as an ergodic fully connected HMM, based on copies of all

states in the original models, see Figure 2.9(b).



Part I

Action Recognition in 3D:

Motion History Volumes

This part introduces Motion History Volumes (MHV) as view-invariant space-time representa-

tion for human actions. MHVs are computed in 3D, based on visual hull reconstructions from

multiple calibrated and background-subtracted video cameras.

In chapter 3, we present algorithms for computing, aligning and comparing MHVs of different

actions performed by different people in a variety of viewpoints. Alignment and comparisons

are performed efficiently using Fourier transforms in cylindrical coordinates around the vertical

axis. Results indicate that this representation can be used to learn and recognize basic human

action classes, independently of gender, body size and viewpoint.

In chapter 4, we present a new method, based on MHVs, for segmenting actions into

primitives and classifying them into a hierarchy of action classes. Because our repre-

sentation is independent of viewpoint, it results in segmentation and classification meth-

ods which are surprisingly efficient and robust. Our new method can be used as the

first step in a semi-supervised action recognition system that will automatically break

down training examples of people performing sequences of actions into primitive ac-

tions that can be discriminatingly classified and assembled into high-level recognizers.
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CHAPTER 3

Motion History Volumes

In this chapter we introduce a new motion descriptor, the motion history volume (MHV), which

fuses action cues, as seen from different viewpoints and over short time periods, into a single

three dimensional space-time representation. MHVs are derived as a 3D extension of motion

history images (MHI), which were originally proposed by Bobick and Davis [1996b]. We use

therefore multiple cameras and shape from silhouette techniques.

Based on MHVs we investigate how to build models of human actions that can support cat-

egorization and recognition of simple action classes, independently of viewpoint, actor gender

and body sizes. The key to our approach is the assumption that we need only consider variations

in viewpoints around the central vertical axis of the human body. Accordingly, we propose a

view invariant representation based on Fourier analysis of MHVs in a cylindrical coordinate

system.

Figure 3.1 explains our method for comparing two action sequences. We separately compute

their visual hulls and accumulate them into motion history volumes. We transform the MHVs

into cylindrical coordinates around their vertical axes, and extract view-invariant features in

Fourier space.

The chapter is organized as follows. First, we recall Davis and Bobick’s definition of motion

templates and extend it to three dimensions in Section 3.1. We present efficient descriptors for

matching and aligning MHVs in Section 3.2. We present classification results in Section 3.3

and conclude in Section 3.4.
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Figure 3.1.: The two actions are recorded by multiple cameras, spatially integrated into their

visual hulls (a), and temporally integrated into motion history volumes (b)(c). Invariant motion

descriptors in Fourier space (d) are used for comparing the two actions.
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3.1. Definitions

In this section, we first recall 2D motion templates as introduced by Bobick and Davis [1996b]

to describe temporal actions. We then propose their generalization to 3D in order to remove the

viewpoint dependence in an optimal fashion using calibrated cameras.

3.1.1. Motion History Images

Motion Energy Images (MEI) and Motion History Images (MHI) [Bobick and Davis, 1996b]

were introduced to capture motion information in images. They encode, respectively, where

motion occurred, and the history of motion occurrences, in the image. Pixel values are therefore

binary values (MEI) encoding motion occurrence at a pixel, or multiple-values (MHI) encoding

how recently motion occurred at a pixel. More formally, consider the binary-valued function

D(x, y, t), D = 1 indicating motion at time t and location (x, y), then the MHI function is

defined by:

hτ (x, y, t) =

{

τ if D(x, y, t) = 1

max(0, hτ (x, y, t− 1)− 1) otherwise,
(3.1)

where τ is the maximum duration a motion is stored. Intuitively, the MHI correspond to the

depth map computed along the time axis of the space-time volume spanned by function D. The

associated MEI can easily be computed by thresholding h > 0.

The above motion templates are based on motion, i.e. D(x, y, t) is a motion indicating func-

tion, however Bobick and Davis also suggest to compute templates based on occupancy, replac-

ing D(x, y, t) by the silhouette occupancy function. They argue that including the complete

body makes templates more robust to incidental motions that occur during an action. Our ex-

periments confirm that and show that occupancy provides robust cues for recognition, even if

occupancy encodes not only motion but also shapes which may add difficulties when comparing

movements, as illustrated in Figure 3.2.

In [Bobick and Davis, 2001] invariance to in-plane rotations and scaling is achieved via Hu

moments [Hu, 1962], which are only a crude representation. View invariance with respect

to out-of-plane rotation requires then many images from different viewpoints and it becomes

unclear how to decide which action is seen. We instead compute a single rotation invariant

motion history representation in 3D, as explained in the next sections.

3.1.2. Motion History Volumes

In this section, we extend 2D motion templates to 3D. The choice of a 3D representation has

several advantages over a single, or multiple, 2D view representation:
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(a) (b) (c) (d)

Figure 3.2.: Motion versus occupancy. Using motion only in image (a), we can roughly gather

that someone is lifting one arm. Using the whole silhouette instead, in (b), makes it clear that

the right arm is lifted. However the same movement executed by a woman, in (c), compares

favorably with the man’s action in (a), whereas the whole bodies comparisons between (b) and

(d) is less evident.

• A 3D representation is a natural way to fuse multiple images information. Such repre-

sentation is more informative than simple sets of 2D images since additional calibration

information is taken into account.

• A 3D representation is more robust to the object’s positions relative to the cameras as it

replaces a possibly complex matching between learned views and the actual observations

by a 3D alignment (see next section).

• A 3D representation allows different camera configurations.

• Finally, as we will se in the remainder of this chapter, a 3D representation allows for

view-invariant matching of actions, without requiring further input cues. This is hence

in contrary to the previously discussed 2D invariant approaches (Section 2.3.2), which

additionally required given point correspondences between pairs of observations.

Motion templates extend easily to 3D by considering the occupancy function in 3D D(x, y, z, t),

where D = 1 if (x, y, z) is occupied at time t and D = 0 otherwise, and by considering voxels

instead of pixels:

vτ (x, y, z, t) =

{

τ if D(x, y, z, t) = 1

max(0, hτ (x, y, z, t− 1)− 1) otherwise.
(3.2)

In the rest of this chapter, we will assume templates to be normalized and segmented with

respect to the duration of an action:

v(x, y, z) = vτ=tmax−tmin
(x, y, z, tmax)/(tmax − tmin), (3.3)
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Figure 3.3.: Motion history volume examples: (Left to right) sit down, walk, kick, punch. Color

values encode time of last occupancy.

where tmin and tmax are start and end time of an action. Hence, motions loose dependencies

on absolute speed and result all in the same length. In Chapter 4 we will present an automatic

method to detect action boundaries using a motion energy based segmentation.

The input occupancy function D(x, y, z, t) is estimated using silhouettes and thus, corre-

sponds to the visual hull [Laurentini, 1994]. Visual hulls present several advantages, they are

easy to compute and they yield robust 3D representations. Note however that, as for 2D motion

templates, different body proportions may still result in very different templates. Figure 3.3

shows examples for motion history volumes.

3.2. Motion Descriptors

Our objective is to compare body motions that are free in locations, orientations and sizes. This

is not the case of motion templates, as defined in the previous section, since they encode space

occupancy. The location and scale dependencies can be removed by centering, with respect to

the center of mass, and scale normalizing, with respect to a unit variance, motion templates, as

usual in shape matching. For the rotation, and following Bobick and Davis [1996b] who used

the Hu Moments [Hu, 1962] as rotation invariant descriptors, we could consider their simple 3D

extensions by Sadjadi and Hall [1980]. However, our experiments with these descriptors, based

on first and second order moments, were unsuccessful in discriminating detailed actions. In ad-

dition, using higher order moments as in [Lo and Don, 1989] is not easy in practice. Moreover,

several works tend to show that moments are inappropriate feature descriptors, especially in the

presence of noise, e.g. [Shen and Ip, 1999]. In contrast, several works [Grace and Spann, 1991,

Heesch and Rueger, 2002, Poppe and Poel, 2006] demonstrated better results using Fourier

based features. Fourier based features are robust to noise and irregularities, and present the nice

property to separate coarse global and fine local features in low and high frequency components.

Moreover, they can be efficiently computed using fast Fourier-transforms (FFT). Our approach

is therefore based on these features.



50 Chapter 3: Motion History Volumes

Invariance of the Fourier transform follows from the Fourier shift theorem: a function f0(x)

and its translated counterpart ft(x) = f0(x−x0) only differ by a phase modulation after Fourier

transformation:

Ft(k) = F0(k)e−j2πkx0 . (3.4)

Hence, Fourier magnitudes |Ft(k)| are shift invariant signal representations. The invariance

property translates easily onto rotation by choosing coordinate systems that map rotation onto

translation. Popular example is the Fourier-Mellin transform, e.g. [Chen et al., 1994], that uses

log-polar coordinates for translation, scale, and rotation invariant image registration. Work in

shape matching by Kazhdan et al. [2003] proposes magnitudes of Fourier spherical harmonics

as rotation invariant shape descriptors.

In a similar way, we use Fourier-magnitudes and cylindrical coordinates, centered on bodies,

to express motion templates in a way invariant to locations and rotations around the z-axis. The

overall choice is motivated by the assumption that similar actions only differ by rigid transfor-

mations composed of scale, translation, and rotation around the z-axis. Of course, this does not

account for all similar actions of any body, but it appears to be reasonable in most situations.

Furthermore, by restricting the Fourier-space representation to the lower frequencies, we also

implicitly allow for additional degrees of freedom in object appearances and action executions.

The following section details our implementation.

3.2.1. Invariant Representation

We express the motion templates in a cylindrical coordinate-system:

v(
√

x2 + y2, tan−1
(y

x

)

, z)→ v(r, θ, z).

Thus rotations around the z-axis results in cyclical translation shifts:

v(x cos θ0 + y sin θ0,−x sin θ0 + y cos θ0, z)→ v(r, θ + θ0, z).

We center and scale-normalize the templates. In detail, if v is the volumetric cylindrical

representation of a motion template, we assume all voxels that represent a time step, i.e. for

which v(r, θ, z) > 0, to be part of a point cloud. We compute the mean µ and variances σr and

σz in z- and r-direction. The template is then shifted, so that µ = 0, and scale normalized so

that σz = σr = 1.

We choose to normalize in z and r direction, instead of a principal component based normal-

ization, focusing on the main directions human differ on. This method may fail aligning e.g.

a person spreading its hand with a person dropping its hand, but gives good results for people
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Figure 3.4.: 1D-Fourier transform in cylindrical coordinates. Fourier transforms over θ are

computed for couples of values (r, z). Concatenation of the Fourier magnitudes for all r and z
forms the final feature vector.

performing similar actions, which is more important.

The absolute values |V (r, kθ, z)| of the 1D Fourier-transform

V (r, kθ, z) =

∫ π

−π
v(r, θ, z)e−j2πkθθdθ, (3.5)

for each value of r and z, are invariant to rotation along θ.

See Figure 3.4 for an illustration of the 1D-Fourier transform. Note that various combinations

of the Fourier transform could be used here. For the 1D Fourier-transform the spatial order along

z and r remains unaffected. One could say, a maximum of information in these directions is

preserved. Further, to gain the properties of the Fourier transform (e.g. robustness to noise,

separation in fine and coarse features) for all dimensions, an additional 2D Fourier-transform

can be applied to f(r, kθ, z) for r and z:

V̂ (ωr, kθ, ωz) =

∫∫ ∞

−∞
|V (r, kθ, z)|e−j2π(ωrr+ωzz)drdz. (3.6)

An important property of the 1D-Fourier magnitudes is its trivial ambiguity with respect to

the reversal of the signal. Consequently, motions that are symmetric to the z-axis (e.g. move left

arm - move right arm) result in the same motion descriptors. This can be considered either as a

loss in information or as a useful feature halving the space of symmetric motions. However, our

practical experience shows that most high level descriptions of human actions do not depend on

this separation.

In cases where it is important to resolve left/right ambiguities a slightly different descriptor
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Figure 3.5.: Volume and spectra of sample motions: (a) cylindrical representation in

(θ, r), (r, z), (θ, z) averaged over the third dimension for visualization purposes; (b) corre-

sponding 3D-Fourier Spectra; (c) 1D-Fourier spectra. Note that the 3D descriptor treats both

motions differently (i.e. top and bottom row (b)), while the 1D descriptors treats them the same.

can be used. One such descriptor is the magnitude |V (kr, kθ, kz)| of the 3D-Fourier transform

V (kr, kθ, kz) = (3.7)
∫ ∞

−∞

∫ π

−π

∫ ∞

−∞
v(r, θ, z)e−j2π(krr+kθθ+kzz)drdθdz,

applied to the motion template v. This descriptor is only symmetric with respect to an inversion

of all variables, i.e. humans standing upside-down, which does not happen very often in prac-

tice. While our previous work [Weinland et al., 2005] used that descriptor (3.7) with success,

the results were anyway inferior to those obtained with (3.5) and an invariance to left right sym-

metry proved to be beneficial in many classification tasks. A visualization of both descriptors

is shown in Figure 3.5.

3.3. Classification Using Motion Descriptors

We have tested the presented descriptors and evaluated how discriminant they are with different

actions, different bodies or different orientations. Our initial results [Weinland et al., 2005]
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using a small dataset of only two persons already indicated the high potential of the descriptor.

Here we presents results on an extended dataset, the so called IXMAS dataset. The dataset is

introduced in the next section, followed by classification results using dimensional reduction

combined with Mahalanobis distance and linear discriminant analysis (LDA).

3.3.1. The IXMAS Dataset

Early in our thesis, we created the IXMAS (INRIA Xmas Motion Acquisition Sequences) data

set for training, testing and evaluation of our algorithms. Since there was no publicly available

data set of that kind at the time, we decided to make it available to other researchers as well1.

The data set contains 11 actions, see Figure 3.6 for instance, each performed 3 times by 10

actors (5 males / 5 females). To demonstrate the view-invariance, the actors freely change their

orientation for each acquisition and no further indications on how to perform the actions beside

the labels were given, as illustrated in Figure 3.7.

The acquisition was achieved using 5 standard Firewire cameras. Figure 3.8 shows example

views from the camera setup used during the acquisition. From the video we extract silhouettes

using a standard background subtraction technique modeling each pixel as a Gaussian in RGB

space. Then visual hulls are computed as discrete grids using a voxel carving method, where

we carve each voxel that does not project into all of the silhouettes images. This method was,

however, mostly chosen because of its simplicity, and there are no special requirements for the

visual hull computation used.

For experiments in this this chapter, we compute MHVs in cylindrical coordinates from the

visual hulls, as previously described. We use a discrete cylindrical coordinate representation

with resolution 64×64×64, if not otherwise mentioned. Temporal segmentation was performed

manually, such that each action is represented through a single motion template. Note, that a

fully automatic segmentation method is presented in Chapter 4.

3.3.2. Classification Using Mahalanobis Distance and PCA

In this section, we describe our experiments for classifying the actions in the IXMAS data set

using MHVs. This includes dimension reduction (MHV initially has 64 × 64 × 64 = 262144

dimensions) and the choice of discriminant functions.

In initial experiments on a small dataset and with different distance measures (i.e. Euclidean

distance, simplified Mahalanobis distance, and Mahalanobis distance + PCA, see also [Wein-

land et al., 2005]), the combination of a principal component analysis (PCA) dimensional re-

duction plus Mahalanobis distance based normalization showed best results. Because of the

small number of training samples that we had at this time, we only used one pooled covariance

1The data is available on the Perception website http://perception.inrialpes.fr in the “Data” section.

http://perception.inrialpes.fr
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Check watch Cross arms Scratch head

Sit down Get up Turn around

Walk Wave Punch

Kick Pick up

Figure 3.6.: 11 actions, performed by 10 actors.
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Figure 3.7.: Sample action “kick” performed by 10 actors.

Figure 3.8.: Example views of 5 cameras used during acquisition.
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matrix computed from all samples from all classes. Interestingly, we found that the method

extends well to larger datasets and even competes with linear discriminant analysis (LDA), as

will be shown in the next section.

In PCA, data points are projected onto a subspace that is chosen to yield the reconstruction

with minimum squared error. It is well known [Webb, 2002] that this subspace is spanned by the

largest eigenvectors of the data’s covariance Σ, and corresponds to the directions of maximum

variance within the data. Further, by normalization with respect to the variance, an equally

weighting of all components is achieved, similar to the classical use of Mahalanobis distances

in classification, but here computed for one pooled covariance matrix.

Every action class in the data-set is represented by the mean value of the descriptors over the

available population in the action training set. Any new action is then classified according to a

Mahalanobis distance associated to a PCA based dimensional reduction of the data vectors. One

pooled covariance matrix Σ based on the training samples of all classes xi ∈ R
d, i = 1, . . . , n

was computed:

Σ =
1

n

n
∑

i

(xi −m)(xi −m)⊤, (3.8)

where m represents the mean value over all training samples.

The Mahalanobis distance between feature vector x and a class mean mi representing one

action is:

d(mi,x) = (x−mi)
⊤V Λ−1V ⊤(x−mi),

with Λ containing the k largest eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λk, k ≤ n − 1, and V the

corresponding eigenvectors of Σ. Thus feature vectors are reduced to k principal components.

Following this principle, and reducing the initial descriptor (equation (3.5)) to k = 296

components (the maximum number of possible components, given that we have 297 training

sequences per experiment) an average classification rate of 93.33% was obtained with leave-

one-out cross validation, where we successively used 9 of the actors to learn the motions and

the 10th for testing. Note that in the original input space, as well as for a simple PCA reduction

without covariance normalization the average rate is only 73.03%. Detailed results are given in

Table 3.1.

3.3.3. Classification Using Linear Discriminant Analysis

For further data reduction, class specific knowledge becomes important in learning low dimen-

sional representations. Instead of relying on the eigen-decomposition of one pooled covariance

matrix, we use here a combination of PCA and Fisher linear discriminant analysis (LDA), see

e.g. Swets and Weng [Swets and Weng, 1996], for automatic feature selection from high di-

mensional data.
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Action PCA (%) Mahalanobis (%) LDA( %)

Check watch 46.66 86.66 83.33
Cross arms 83.33 100.00 100.00
Scratch head 46.66 93.33 93.33
Sit down 93.33 93.33 93.33
Get up 83.33 93.33 90.00
Turn around 93.33 96.66 96.66
Walk 100.00 100.00 100.00
Wave hand 53.33 80.00 90.00
Punch 53.33 96.66 93.33
Kick 83.33 96.66 93.33
Pick up 66.66 90.00 83.33

Average rate 73.03 93.33 92.42

Table 3.1.: IXMAS data classification results. Results on PCA, PCA + Mahalanobis distance

based normalization using one pooled covariance, and LDA are presented.

First PCA is applied, Y = V ⊤X, V = [v1, . . . ,vm], to derive a m ≤ n − c dimensional

representation of the data points xi, i = 1, . . . , n. The class-number c dependent limit is

necessary to guaranty non-singularity of matrices in discriminant analysis.

Fisher discriminant analysis defines as within-scatter matrix:

Sw =
c

∑

i

ni
∑

j

(yj −mi)(yj −mi)
⊤, (3.9)

and between-scatter matrix:

Sb =

c
∑

i

(mi −m)(mi −m)⊤, (3.10)

and aims at maximizing the between-scatter while minimizing the within-scatter, i.e. we search

a projection W that maximize
det(Sb)
det(SW ) . It has been proven that W equal to the largest eigen-

vectors of S−1
w Sb maximizes this ratio. Consequently a second projection Z = W⊤Y , W =

[w1, . . . , wk], k ≤ c− 1 is applied to derive our final feature representation Z.

During classification each class is represented by its mean vector mi. Any new action z is

then classified by summing Euclidean distances over the discriminant features and with respect

to the closest action class:

d(mi, z) = ||mi − z||2. (3.11)

In the experiments the magnitudes of the Fourier representation (equation (3.5)) are projected
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Figure 3.9.: Average class distance: (Left) before discriminant analysis. (Right) after discrimi-

nant analysis.

onto k = 10 discriminant features. Successively we use 9 of the actors to learn the motions,

the 10th is used for testing. The average rate of correct classifications is then 92.42%. Class

specific results are shown in Table 3.1 and Figure 3.9.

We note that we obtain much better results with the Mahalanobis distance, using the 296

largest components of the PCA decomposition, as compared to using the PCA components

alone. LDA allows us to further reduce the number of features to 10, but otherwise does not

further improve the overall classification results.

3.3.4. Motion History vs. Motion Energy and Key Frames

With the same dataset as before, we compare our MHV based descriptors with a combination of

key poses and energy volumes. While Davis and Bobick suggested in the original paper the use

of history and binary images, our experiments with motion volumes showed no improvement

in using a combination of MHVs and the binary MEVs. We repeated the experiment described

in section 3.3.3, for MEVs. Using the binary information the recognition rate becomes 80.00%

only. See Table 3.2 for detailed results. As can be expected: reverse actions, e.g. “sit down”

- “get up”, present lower scores with MEVs than with MHVs. The MHVs show also better

performance in discriminating actions on more detailed scales, e.g. “scratch head” - “wave”.

Also, to show that integration over time plays a fundamental role of information, we compare

our descriptor with descriptors based on a single selected key frame. The idea of key frames

is to represent a motion by one specific frame, see e.g. Carlson and Sullivan [Carlsson and

Sullivan, 2001]. As invariant representation, we use the magnitudes of equation (3.5). The
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Action MEV (%) Key frame (%) MHV (%)

Check watch 86.66 73.33 86.66
Cross arms 80.00 93.33 100.00
Scratch head 73.33 86.66 93.33
Sit down 70.00 93.33 93.33
Get up 46.66 53.33 93.33
Turn around 90.00 60.00 96.66
Walk 100.00 80.00 100.00
Wave hand 80.00 76.66 80.00
Punch 93.33 80.00 96.66
Kick 90.00 90.00 96.66
Pick up 70.00 96.66 90.00

Average rate 80.00 80.30 93.33

Table 3.2.: IXMAS data classification results. Results using the proposed MHVs are presented.

For comparison we also include results using binary MEVs and key frame descriptors.

Resolution d = 64 (%) d = 32 (%) d = 16 (%) d = 12 (%) d = 10 (%)

Average rate 93.33 93.33 88.18 81.52 63.64

Table 3.3.: Recognition rate for different grid sizes (d×d×d) and Mahalanobis distance based

classification.

average recognition rate becomes 80.30%.

Note that for the purpose of this comparison we simply choose the last frame of each MHV

computation as corresponding key frame. An improved method for key-pose selection and

matching will be presented in Chapter 7.

3.3.5. Using Smaller Grid Resolution

In the previous tests we used a voxel grid of size 64× 64× 64, which was an empirical choice

leading to good results in all our experiments. Although feature vector sizes were further dimen-

sionally reduced using PCA or LDA, the grid resolution nevertheless affects the computational

performance of the initial steps of our method, i.e. 3D reconstruction, MHV computation, and

FFT. Consequently using lower dimensional grids can lead to an improved performance of the

overall framework. In this section we experimented with different smaller voxel grid resolu-

tions. Results for the Mahalanobis based classification are shown in Table 3.3.

Interestingly, the recognition rates remain high, even for the 16 × 16 × 16 sized grid. For

size 10 × 10 × 10 the rate drops to 63.64%. Figure 3.10 shows a confusion matrix for size

12 × 12 × 12. We observe, that recognition rate for actions involving larger parts of the body,
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Figure 3.10.: Confusion matrix (in %) for recognition using grid size 12× 12× 12.

e.g. walk, sit down, and kick, remain acceptable, while actions that involve only smaller body

parts, e.g. the arms, have a larger decrease in recognition rate.

3.3.6. Invariance vs. Alignment

In this experiment we compare our invariant representation against results that can be achieved

with a view-dependent framework, i.e. a scenario where all actors have the same body orien-

tation. We therefore use a semi-automatic method to rotationally align all MHVs: we first

compute a rough alignment of all volumes using a correlation based method; thereafter mis-

alignment are manually corrected if necessary. Further, we inverted volumes in case of a left

right ambiguities, such that in the final set every action is only performed with a single body

side, i.e. left or right arm/leg. for matching, the resulting set is then only normalized with re-

spect to scale and position, but no rotation invariant descriptor is computed. Classification is

performed as previously, using PCA + Mahalanobis distance. This representations lead to a

recognition rate of 94.85%. Figure 3.11 shows the confusion matrix in that case, as well as the

confusion matrix using our invariant descriptor (both with grid size 32×32×322). We observe

that using our invariant representation in 3D leads to only marginal differences in recognition

rates, compared to results on view-aligned data.

The experiment shows that we are indeed preserving all the useful discriminative information

with our view-independent MHV. Using invariant motion descriptors is of course advantageous

2Actually, for the invariant representation we only need to store 32 × 16 × 32, because of the symmetry of the

Fourier magnitudes
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Figure 3.11.: Confusion matrix (in %) for (left) using invariant representation (right) using

manually aligned volumes.

in practice, because we do not need to align training examples for learning a class model, neither

do we depend on the correct alignment of test examples with all class prototypes for recognition.

On the other hand, we are losing the benefits of view angle estimation, which may be a useful

information to keep for recognizing sequences of primitive actions over time. We investigate

such an approach in Chapter 6.

3.4. Conclusion

Using a data set of 11 actions, we have been able to extract 3D motion descriptors that appear

to support meaningful categorization of simple action classes performed by different actors,

irrespective of viewpoint, gender and body sizes. Best results are obtained by discarding the

phase in Fourier space and performing dimensionality reduction with a combination of PCA

and LDA. Further, LDA allows a drastic dimension reduction (10 components). This suggests

that our motion descriptor may be a useful representation for view invariant recognition of an

even larger class of primitive actions.

A limitation of the method is that the representation depends on the full knowledge of all

action classes. Adding a new action class requires us to recompute everything. Ideally, we

would like to derive a more compositional approach. Also, in this chapter we only addressed

recognition from single temporally-segmented instances of actions since our focus was to vali-

date the action descriptor. For practical applications, we still need a method for performing the

segmentation in the first place. This is the topic of our next chapter.
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CHAPTER 4

Action Segmentation using Motion History Volumes.

In this chapter we use the previously introduced motion history volumes (chapter 3) to auto-

matically segment action sequences into primitive actions that can be represented by a single

MHV. We then cluster the resulting MHVs into a hierarchy of action classes, which allow us

to recognize multiple occurrences of repeating actions. We are able to perform those two steps

automatically, mainly because MHVs work in a volume space which considerably reduces the

ambiguities traditionally associated with changes in viewpoints and occlusions even in multiple

views.

Our framework is a first step to automatically generate high-level descriptions of video se-

quences in terms of the actions that can be recognized or inferred from the given visual input.

Actions generally fall under two distinct categories - composite actions which can be broken

down into distinct temporal parts or segments, and primitive actions, which cannot be broken

down further. In order to build a general action recognizer, we need the ability to break down

a given sequence into primitive action segments, to label those segments into primitive actions

using a vocabulary of learned action models, and to assemble the labeled segments into com-

posite actions, using concept hierarchies [Kojima et al., 2002] or grammars [Ogale et al., 2005]

for instance.

As a concrete example, we asked two members of our lab to perform a sequence of simple

actions, each repeated several times with different poses and styles, in front of 6 calibrated

cameras. The resulting data set consists of unsegmented and unlabeled synchronized video

sequences such as the one depicted in Figure 4.1. Using the new motion descriptor, we were

able to segment (Section 4.1) and cluster (Section 4.2) such sequences into primitive actions,
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Figure 4.1.: Example action sequence: Raise arms - rotate arms - turn left - raise arms - rotate

arms - turn left - raise arms - rotate arms, seen from two different viewpoints. Such sequences

are difficult to segment and label consistently from monocular cues, but are easily segmented

and labeled using our view-independent motion descriptors.

which we used as training examples for learning statistical classifiers. Such a semi-supervised

scheme is important in practical terms because it facilitates the creation of large training sets

for action recognition in the large.

Our method generates action taxonomies based on purely visual cues since we create higher-

level action classes by abstracting two or more recorded actions which look the same from all

viewpoints (as measured by the differences in a metric space of motion descriptors extracted

from their MHVs). We believe this is an important step towards building complete, semantic

taxonomies of actions and plans.

Segmentation and labeling of action sequences from multiple views is a relatively little-

studied area. Previous work assumes either that the cameras are uncalibrated (so that recon-

struction is not possible) or that a full human body model can be recovered (so that reconstruc-

tion includes body part recognition and tracking). To the best of our knowledge, no previous

work has attempted to perform segmentation and clustering from volumetric reconstructions. In

this chapter, we propose such a method, which extends monocular methods most naturally by

means of our view-invariant MHV representation. Compared with previous work, our method

has the advantage that we perform all three steps of segmenting, clustering and classifying ac-

tion sequences in 3D with a representation which is fully view-invariant, and is much simpler

to recover than a full human body model.

The chapter is organized as follows. We describe our segmentation algorithm in Section

4.1 and our clustering algorithm in Section 4.2. Finally, we show experiments with automatic

segmentation and recognition on continuous streams of actions in Section 4.3, before we discuss

issues and conclude in Section 4.4.

4.1. Temporal Segmentation

As mentioned earlier, temporal segmentation consists in splitting a sequence of motions into

elementary segments. It is a necessary preliminary step to higher level processing of motion se-



4.2 Action Taxonomies 65

quences including classification and clustering. In supervised approaches, segments are usually

manually labeled in an initial set of motion sequences, and further operations are achieved by

correlating unknown motion sequences with these learned segments on a frame by frame ba-

sis, using possibly various temporal scales (see our discussion on sliding window segmentation,

Section 2.4.1). In this work, we do not assume such a priori knowledge and propose instead

a simple but efficient boundary detection based approach to automatically segment 3D motion

sequences.

Any temporal segmentation relies on the definition of elementary motion segments. For

boundary detection based methods, segments are implicitly defined through characteristic mo-

tion features representing start and end points of an action. There are two main approaches to

such segmentation: Energy minima can be used to detect reversal of motion direction, following

an early proposal by Marr and Vaina [Marr and Vaina, 1982]. Or discontinuities can be used to

detect changes in the temporal pattern of motion [Rubin and Richards, 1985, Rui and Anandan,

2000]. From experiments we found energy minima more stable, i.e. similar action sequences

are segmented more consistently.

The function over time that we segment is then a global motion energy function. This function

is an approximation of the global body velocity estimated using the motion history volumes. It

is based on the observation that rest states correspond to instants where few motions only occur,

and thus result in few voxels encoding motion in the MHV, when small temporal windows are

considered. Therefore, segment detection simply consists in finding minima of the sum of voxel

values in the MHV, assuming a small value for the window size τ during the MHV computation

(equation 3.2). Figure 4.2 shows several examples of sequences segmented this way. As can be

seen in the figure, detection of energy minima is fairly unambiguous in this examples.

In our implementation we use a derivative of Gaussian filter and zero crossing to detect the

minima. Parameter τ in equation (3.2) was set to constant 10 frames during all experiments. In

practice, the minima detection appears to be very successful in segmenting motions, even for

coupled motions, like moving torso and arms in parallel, local minima occur. Of course, this

measure is still sensitive to small variations of velocity that can result in local minima. However,

by allowing a possible over-segmentation the method will detect most of the motion segment

boundaries.

4.2. Action Taxonomies

Given a segmented action sequence, we would like to recognize multiple occurrences of the

same primitive actions and to label the sequence accordingly. This capability will be impor-

tant in the next section when we attempt to train classifiers for all primitive actions in a semi-

supervised fashion.
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Figure 4.2.: Motion energy for action: Lift arms - rotate arms - lower arms and turn in new

position. Executed three times by (left) female actor, (right) male actor. Local energy minima

serve as segmentation criteria of sequences. Note that the female actor simultaneously lowers

the arms and turns around, which results in a single motion segment with a very high energy.

On the other hand, the male actor first lowers the arms and then turns around, which results in

two separate motion segments. Motion volumes for each segment are shown in Figure 4.3.
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Figure 4.3.: History volumes computed at segments of varying duration, and their clusters,

using segmentation from Figure 4.2. (Top) female actor repeating three times: Lift arms ahead

- rotate arms - lower arms and turn in new position. (Bottom) the same done by a male actor,

from original sequence shown in Figure 4.1. The clusters are labeled manually for presentation

purposes.
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We build an action taxonomy from a segmented sequence by hierarchically clustering the

segments into classes. Initially, each segment is a single occurrence of its own action class, and

is represented as a single point in the space of view-invariant motion descriptors of Section 3.2,

which is a high-dimensional Euclidean space. We then apply a standard hierarchical clustering

method to the segments. This creates a binary tree of action classes, where each class is now

represented by a point cloud in the space of motion descriptors (see Figure 4.5).

In this section we report experiments on two different datasets of increasing complexity. In

each we segment the sequences as explained in Section 4.1 and compute a single MHV per

segment. This is illustrated in Figures 4.3 and 4.7. The experiments were conducted on MHVs

obtained from 6 silhouettes extracted using a standard background subtraction method. The

resulting motion templates were mapped into a discrete cylindrical coordinate representation of

size 64× 64× 64. Clustering was achieved using an agglomerative scheme, where the distance

between objects is the Euclidean distance, and clusters were linked according to their furthest

neighbor. The first dataset shows how actions performed by different persons, with different

bodies, are handled by our system. The second dataset is a more realistic set of natural actions

in arbitrary orders. Its interpretation is less straightforward, but it gives strong insights on the

potential of our motion descriptors to yield consistent high-level interpretations.

4.2.1. Clustering on Primitive Actions

Here a dataset of 22 motion sequences performed by both a male and a female actor were

considered. Segmented key actions are shown in Figure 4.4. The actors perform successively

each action three times while changing their orientations in between. The automatic motion

segmentation returns 203 motion volumes (100 for the woman, 103 for the man). We start by

computing a dendrogram of all male segments, using Euclidean distances and furthest neighbor

assignments. A good trade-off between motion variation within single clusters and multiple

clusters having same labels is then to cut the hierarchy into 21 clusters. All segments inside

these clusters are labeled according to the most obvious interpretation. From these labels, the

21 clusters are then labeled with respect to the most current actions which occurs in each clus-

ter. Figure 4.5 shows the labeled dendrogram. Within these clusters, 7 (6.8%) actions were

obviously assigned a wrong cluster, 4 actions give birth to single clusters, and one cluster is

ambiguous (lower or lift arm sideways).

We next compute a hierarchy from the male and female data. The procedure is the same as

in the previous experiment. Because of higher variations in the dataset the clusters result in a

coarser action grouping. A good trade-off between motion variation within single clusters and

multiple clusters having same labels is this time to cut the hierarchy into 9 clusters, as shown in

Figure 4.6. With respect to this labeling only two actions are wrongly assigned.
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

Figure 4.4.: Perspective views of the motion history volumes computed for each action cate-

gory. (1) lift right arm ahead. (2) lift right arm sideways. (3) lift left arm sideways ahead. (4)

lift left arm sideways. (5) rotate both arms lifted. (6) lower both arms sideways. (7) lift both

arms sideways. (8) lift right leg bend knee. (9) lift left leg bend knee. (10) lift right leg firm.

(11) jump.
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Figure 4.5.: Hierarchical clustering of 103 male actions. 21 top nodes labeled with respect to

the most occurring action.
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Figure 4.6.: Hierarchical clustering of 203 male and female actions. 9 top nodes labeled with

respect to the most occurring action.
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(1) Lift arms (2) Lower

arms

(3) Catch (4) Rest (5) Return (6) Do

nothing

(7) Lift arms (8) Lower

arms

(9) Catch (10) Rest (11) Return (12) Catch

(13) Return (14) Turn (15) Catch (16) Rest (17) Return (18) Turn

Figure 4.7.: History Volumes for pantomime sequence “catching ball”.

4.2.2. Clustering on Composite Actions

In another clustering experiment we used a different dataset of actions with a much more com-

plex semantics. Those sequences are pantomimes of various daily life actions such as catching

a ball, picking up, stretching, laughing, etc. The segmentation and clustering methods were ap-

plied to each of these sequences. Figures 4.7 and 4.8 show the segmented motion templates and

the hierarchy obtained for one such sequence. Again groups of higher level actions in Figure

4.8 have a simple interpretation such as lift or lower arms. Note also the group rest in position

where segments without motion, typically between actions, have been consistently clustered.

4.3. Continuous Action Recognition

In this experiment we use the segmentation for recognition on continuous streams of motions.

In particular we test the descriptor on unseen motion categories as they appear in realistic sit-

uations. For this purpose we work on the raw video sequences of the IXMAS dataset (see

Section 3.3.1). In a first step the dataset is segmented into small motion primitives using the au-

tomatic segmentation. Then each segment is either recognized as one of the 11 learned classes

or rejected. As described in Section 3.3.2, for classification we work in normalized PCA space

spanned by the 11 sample motions and perform nearest-mean assignment. To decide for the

“garbage”-class we use a global threshold on the distance to the closest class.

The automatic segmentation of the videos results in 1188 MHVs, corresponding to approx-

imately 23 minutes of video. In this experiment we set parameter τ = 2, which results in a
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Figure 4.8.: Hierarchical clustering of “catching ball” sequence. Resulting segments are shown

in Figure 4.7.

slightly finer segmentation compared to the previous experiments. In manual ground truth la-

beling we discover 495 known motions and 693 “garbage”-motions. Note, that such a ground

truth labeling is not always obvious. A good example is the “turn”-motion that was included in

the experiments, but additional turn-like motions also appear as the actors where free to change

position during the experiments. Moreover, it might be that an actor was accidentally checking

his watch or scratching his head.

A sample sequence and recognition results are shown in Figure 4.9. Testing in a leave-one-

out manner, using all possible combinations of 9 actors for training and the remaining 10th

for testing, we show a multi-class ROC curve, Figure 4.10, plotting the average number of

correctly classified samples, against the number of false positives. We found a maximal overall

recognition rate (including correctly rejected motions) of 82.79%, for 14.08% false positives

and 78.79% correctly classified motions. Figure 4.11 shows the average distance between the

“garbage”-motions and the learned classes.
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check watch none cross arms none scratch head none sit down sit down sit down none

get up none none turn around turn around walk walk walk walk none

none none none none none punch none none kick none

none none none none sit down none none none none

Figure 4.9.: Continues sequence segmented into MHVs and classification results. Action labels

as recognized are displayed. Note that the actions wave is incorrect labeled as none, and pick

up is labeled as sit down. Further the dataset contains two actions (point and throw), that we did

not learn, and that are correctly recognized as none.
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Figure 4.10.: Recognition rate on raw video sequences: Plots recognition rate into 11 classes
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Figure 4.11.: Average distance between “garbage”-samples and training classes.

4.4. Discussion and Conclusion

In this chapter, we introduced MHV based methods for segmenting and clustering sequences of

volumetric reconstructions of a human actor performing actions, without recognition or tracking

of body parts. This has allowed us to learn classifiers for a small vocabulary of primitive actions,

independently of style, gender and viewpoint. We have also applied our algorithms to discover

meaningful hierarchies of action concepts in more complex composite sequences. Moreover,

in experiments we demonstrate the ability of MHVs to work with large amounts of data and

under realistic situations (23 minutes of video, 1188 motion descriptors). The segmentation

proved to almost always detect the important parts of motions; MHVs showed good quality in

discriminating learned and unseen motions.

Although we had surprisingly good results, a ”garbage” class of motions in more realistic

settings may require more than a single threshold; multiple thresholds and explicit learning on

samples of unknown motions becomes important. Another problem we found is, that many

motions can not be modeled by a single template. Several of the IXMAS ”actions” are in fact

not primitive actions, but already composite actions. This problem is made more acute as a

result of possible over-segmentation. For example the turn around motion consists of several

small steps, which may easily be confused with a single side step action. This means that we

should not only be concerned with building taxonomies of actions, but also with building action

”partonomies” (how actions are built up from primitive actions). The HMM approach in Part II

provides an extensive discussion of that problem.

One of the major conclusions we draw from our work on MHVs is, that an invariant 3D repre-

sentation can easily resolve many of the difficulties that are inherent to view-dependent/single-

view representations. In particular, ambiguities arising from changes in view and self occlusion

are naturally handled by our representation. We would like to emphasize, that our represen-
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tation does not need additional information in form of point correspondences or a joint body

models.

An evident drawback of MHVs is the dependency on multiple views during recognition,

which may not always be available in realistic scenarios. Multiple views during learning are

not an evident drawback. In fact, they are even a very useful feature, as this chapter demon-

strates. Therefore, we present in the next part of this thesis an action representation, which is

specially designed for learning from multiple-views and recognition from single and arbitrary

number of views. The representation nevertheless preserves the advantages of MHVs i.e. no

point correspondences or joint model estimation, and rotational view-independence.
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Part II

Action Recognition from Arbitrary

Views:

3D Exemplar-based HMM

In this second part, we explore a different approach to view invariance. Whereas in the first part,

we had extracted view-invariant features, here we model view-transform explicitly and search

exhaustively over the unknown view parameters. To this aim we propose a new framework,

where we model actions with an exemplar-based HMM. Compared to MHV, this approach

allows us to tackle longer action sequences and to perform recognition without 3D reconstruc-

tion, even possibly from single views. Because MHV do not readily project to single views,

we instead use an instantaneous representation of key poses in the next two chapters. A more

thorough comparison of the two models is deferred to Section 6.6.3.

In Chapter 5 we start with a general introduction into HMMs and their exten-

sion to exemplar-based HMMs. In Chapter 6 we derive and evaluate our frame-

work for view-independent action recognition using a 3D exemplar-based HMM.
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CHAPTER 5

Markov Models for Action Recognition

In this section we briefly review hidden Markov models (HMM) and their extensions to exemplar-

based HMMs. As such, this section serves as an introduction into the basic HMM concepts

and terminologies, which are important for the understanding of the framework presented in the

next chapter. For a detailed introduction into HMMs we refer the reader to the tutorial [Rabiner,

1990]. We will start by introducing Markov chains, the simplest form of a Markov model.

5.1. Markov Chain

A Markov chain is a finite state automata, see Figures 5.1(a) and 5.1(b), which consist of

a single, discrete random state variable q ∈ {1, 2, . . . , N}, and state transition probabilities

p(qt|qt−1). These transition probabilities present the so called Markov property, i.e. the state of

variable qt at time t only depends on the directly temporal preceding state qt−1 at time t − 1.1

Hence given qt−1, qt is conditional independent of all preceding states q1, . . . , qt−2

p(qt|qt−1, qt−2, . . . , q1) = p(qt|qt−1). (5.1)

Further, a Markov chain is said to be time invariant or homogenous if the transitions are constant

over time

p(qt = i|qt−1 = j) = p(i|j). (5.2)

1Precisely: in a first-order Markov model, each state only depends on its direct predecessor. Higher-order Markov

models with dependencies over several time steps exist as well, but are not discussed in this thesis.
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Figure 5.1.: Markov models and different visualization techniques: (a) Markov chain over state

variable q with state transition probabilities p(qt|qt−1), visualized as finite state machine (tran-

sitions with p(qt|qt−1) = 0 are not shown). (b) Same Markov chain visualized as graphi-

cal model. (c) Hidden Markov model. State variable q is no longer directly observed and is

therefore hidden. A different source of observations is added, represented through variable y
(observed variable are displayed as shaded nodes, hidden/latent variables as white nodes).

A Markov chain is thus completely described through a parameter set λ = {A,π}, where

A is conditional probability table with aij = p(qt = j|qt−1 = i), and π is vector of initial

probabilities at time t = 1, with πi = p(q1 = i).

To give an example: in action recognition, each state label q ∈ {1, 2, . . . , N} can represent

one of N different body configurations. Let us assume that we can extract such labels directly

from a video sequence as Q = q1, q2, . . . , qT . Respectively, we can compute the joint obser-

vation probabilities of this sequence with respect to a given action model λ, i.e. the probability

that this posture sequence was generated by the action model, as

p(Q|λ) = p(q1, q2, . . . , qT |λ) = p(q1|λ)

T
∏

t=2

p(qt|qt−1, λ). (5.3)

Note, that to keep the notation uncluttered, we will omit the dependency on λ in the following

whenever not critical for the context.

5.2. Hidden Markov Models

Often, e.g. typically in action recognition, we will not observe meaningful state labels, as we

assumed in the previous example. While we nevertheless can assume, that a Markov sequence

over primitive posture states generated the observed signal, our actual observations are usually

abstract features extracted from video sequences. To model such relations we can employ a
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hidden Markov model (HMM), which explicitly separates between latent Markov states and

observations. A HMM is illustrated in Figure 5.1(c), where an additional observation variable

y (in the simplest case a discrete variable y = 1, ...,M ) is introduced. We say the actual state

sequence becomes hidden or latent, as we can no longer observe it directly (which is indicated

by unshading the nodes in the figure). Hidden states and observations are linked by conditional

distributions p(y|q), i.e. the probability of observing feature y while being in hidden state q. The

resulting HMM is then described by parameter set λ = {A,B, π}, with A and π being state

transitions and initial probabilities, as described in the previous section, and B is probability

table of conditional observation probabilities, i.e. bij = p(y = j|q = i).

HMM is a good model for action recognition because a HMM can naturally represents the

uncertainties between posture configuration and visual observation, in terms of probabilistic

dependencies. For instance, a state can have high probability for all observations that represent

variations of a single posture, as result of different body proportion, action style, view, or simply

camera noise. However, it is important to emphasize, that in practice HMM states not neces-

sarily represent semantically meaningful parts of actions. Often they are simply discovered as

a result of learning a discrete model from experimental data.

5.2.1. Observation Probability

Given a state sequence Q = q1, q2, . . . , qT we can compute the joint probability of observing

Y = y1, y2, . . . , yT and Q as

p(y1, y2, . . . , yT , q1, q2, . . . , qT ) = p(q1)p(y1|q1)
T

∏

t=2

p(qt|qt−1)p(yt|qt). (5.4)

In practice, however, we often only have access to the observation sequence, while the re-

sponsible state sequence is not observable, i.e. is hidden. If we hence want to compute the

probability of observing Y , given a model, and independent of the state sequence, we have to

marginalize over all possible sate sequences

p(y1, y2, . . . , yT , λ) =
∑

q1,q2,...,qT∈Q

p(y1, y2, . . . , yT , q1, q2, . . . , qT ). (5.5)

Such a brute force marginalization, which in fact has time complexity O(2T · NT ) [Rabiner,

1990], can become rapidly computationally unfeasible, even for small values of N and T . Luck-

ily, there is an algorithm based on dynamic programming to compute such marginals more

efficiently. This is the forward-backward algorithm, which has time complexity O(N2 · T ).
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5.2.2. Forward-Backward Algorithm

The forward-backward algorithm is an efficient recursive method based on dynamic program-

ming for learning and inference with HMM. It is described in terms of a forward variable

and a backward variable, which are notated as αt(i) and βt(i). Forward variable αt(i) =

p(y1, y2 . . . , yt, qt = i) describes the probability of being in state i at time t while observing

the partial sequence y1, y2 . . . , yt. The computation of αt(i) follows an recursive update rule:

αt(i) = p(yt|qt = i)

N
∑

j=1

αt−1(j)p(qt = i|qt−1 = j), 2 ≤ t ≤ T, (5.6)

with initial condition

α1(i) = p(q1 = i)p(y1|qt = i), t = 1. (5.7)

Using the forward variable, the observation probability (5.4) of a sequence Q can now be

efficiently by marginalizing q out of α at time t = T

p(y1, y2, . . . , yT ) =

N
∑

i=1

αT (i). (5.8)

Accordingly, the backward variable βt(i) = p(yt, yt+1, . . . , yT |qt = i) describes the proba-

bility of observing the last T − t observations yt, yt+1, . . . , yT given that the state at time t is i.

For more details we refer to [Rabiner, 1990]. Combinations of forward and backward variable

are for instance used for parameter estimation of an HMM, and for computing the best state

sequence trough an HMM using the Viterbi algorithm.

5.2.3. Classification using Maximum a Posteriori Estimate

Using Bayes theorem the posterior of a class c ∈ {1, . . . , C} given observation Y = y1, y2, . . . , yT

is

p(c|Y ) =
p(Y |c, λc)p(c)

p(Y )
. (5.9)

Because p(Y ) is independent of the class, it follows that

p(c|Y ) ∝ p(Y |c, λc)p(c), (5.10)

and hence we can define a maximum a posteriori (MAP) classifier as

g(Y ) = arg max
c

p(Y |c, λc)p(c). (5.11)
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Base on this relation, a straightforward strategy to use HMMs in action recognition is to learn

one separate model λc per action class. For an observation sequence the posterior under each

model p(Y |λc) is then computed using (5.8), and the class is assigned with respect to the MAP

estimate (5.11). In principle it is possible to manually set the prior probabilities p(c) to represent

natural relation between action, or to estimate p(c) from data. In the rest of this thesis, we used

a uniformly distributed prior.

5.2.4. Viterbi Path

As discussed earlier, states q are usually assumed to be hidden. Nevertheless, given an ob-

servation Y = y1, y2, . . . , yT we can ask for the single state sequence Q∗ = q∗1 , q
∗
2, . . . , q

∗
T ,

which best explains the observation, i.e. Q∗ = arg maxQ p(Q|Y ). This is for example of use

for action classification with a large HMM network, which was constructed as combination

of several class specific smaller HMMs. Although on a subclass level the meaning of states

q remains hidden, on a global level these sates become now associated with different action

classes. Consequently, computation of the optimal state sequence of an observation through

such a HMM network will provide a simultaneous segmentation and classification of the ob-

servation sequence. The most common technique used to compute such an optimal path is the

Viterbi algorithm [Rabiner, 1990], which is efficiently based on dynamic programming.

5.2.5. Learning HMM Parameters

Estimating the parameters λ is by far the most difficult problem with an HMM, because there

exists no analytical solution in closed form. Instead parameters of an HMM are learned in

an iterative optimization procedure, which in context of HMMs is known as the Baum-Welch

method [Rabiner, 1990]. In fact, the Baum-Welch method is identical to expectation maximiza-

tion (EM), which is a well known and frequently used parameter estimation technique for static

latent-variable models.

Given a set of training sequences Y = {Y1, Y2, . . .}, EM seeks to estimate parameters λ such

that to maximizes the likelihood

p(Y|λ) =
∏

Y ∈Y

p(Y|λ). (5.12)

To that aim, the EM procedure iterates between the two steps which are known as expectation

and maximization.

1. E-step — Using the current parameter values and training data, the expected sufficient

statistics (ESS) are estimated. For an HMM the ESS are: number of expected transitions
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from state i to state j, and number of expected observations u while being in state i.

2. M-step — The parameters are reestimate using the ESS, which for HMMs is achieved by

normalizing the ESS into conditional probabilities.

Note that efficient implementations of the EM iteration usually use the forward-backward algo-

rithm to estimate the ESS.

It can be shown that the above procedure will always converge to a maximum. However,

p(Y|λ) is generally highly non-convex, and therefore prone to local maxima. The outcome of

EM therefore strongly depends on the initial parameter choice for λ.

5.3. Discrete HMM and Vector Quantization

In the above description of HMMs, observations where assumed to be be discrete, e.g. y ∈

{1, . . . ,M}. The HMM is thus called a discrete HMM. In case that observations are continuous,

e.g. y ∈ R
n, a simple approach to use such observation with a discrete HMM is vector quan-

tization (VQ). In VQ each observation is assigned to one of M previously selected codeword

vectors V = {vi∈[1...M ]} ∈ R
n, which together form the so called VQ codebook. Discretization

of y follows then typically a nearest neighbor rule

VQ(y) = arg min
i

d(y, vi), (5.13)

where d is usually the Euclidean distance.

While VQ is an efficient way to generate discrete observations y, such a discretization can

cause a strong degradation, which becomes especially evident when we consider a very sparse

set of codewords V in a high dimensional space. In this case, many observations may not be

accurately described trough a single prototype instance. To overcome such limitations, we can

use a continuous output HMM, as described in the next section.

5.4. Continuous and Semi-Continuous HMM

Instead of quantizing continuous observations into discrete labels, we can directly use continu-

ous observation probabilities with an HMM. While such probabilities can be generally of any

form, not all results in models which can be estimated in an efficient manner. An important

class of continuous HMMs uses mixtures of Gaussian observation probabilities, i.e.

p(y|q = i) =
M
∑

j

p(x = j|q = i)N (y|µij ,Σij), (5.14)
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qt=1 qt=2 qt=T

xt=1 xt=2 xt=T

yt=1yt=1 yt=2 yt=T

(a)

qt=1 qt=2 qt=T

xt=1 xt=2 xt=T

yt=1yt=1 yt=2 yt=T

(b)

Figure 5.2.: Continuous hidden Markov models. (a) HMM with mixture of Gaussian output.

(b) In a semi-continuous HMM all states q share the same set of mixture density functions

p(y|x) but with different mixture coefficients p(x|q).

where discrete probability p(x = j|q = i) = cij is mixture coefficient, and N are normal

distributions parameterized by mean µij and covariance Σij . Such models can be estimated

very efficiently using a slightly modified version of the Baum-Welch algorithm. The resulting

graphical model is shown in Figure 5.2(a).

Another form of continuous output HMM is the so called semi-continuous or tied mixture

HMM, Figure 5.2(b). The semi-continuous HMM is a simplification of the Gaussian mixture

HMM, where all states share the same set of mixture density functions, i.e. µij = µj,Σij =

Σj,∀i ∈ N , and only the mixture coefficients cij , i.e. the probability that a certain mixture

component appears within a certain state, is different between states. Such a model is especially

appropriate in case of limited amount of training data, as it has only a single set of Gaussians to

estimate.

The semi-continuous HMM can as well be interpreted as an extension of the VQ discrete

HMM, where each codeword is now represented through a mean vector and a covariance. It is

hence an improvement over the discrete HMM, because it does not distort observations trough

the deterministic quantization operation. Instead each observation is probabilistically expressed

in terms of all codewords. Moreover, it has the advantage to learn the codebook simultaneously

with the HMM.

5.5. Exemplar-based HMM

A difficulty in applying HMMs for action recognition is when the space of observations is not

Euclidean. In those cases, the mean and variance cannot be defined. To resolve that problem,



84 Chapter 5: Markov Models for Action Recognition

exemplar-based HMMs were introduced by Jojic et al. [2000] and Toyama and Blake [2001],

and later also by Elgammal et al. [2003]. The structure of an exemplar-based HMM is generally

similar to the previously introduced semi-continuous HMM, and both share in fact the same

graphical description shown in Figure 5.2(b). The novelty is, that mixture density functions

p(y|x) are no longer centered on arbitrary mean values µj , but instead mixture density functions

p(y|x) are explicitly centered on prototypical data instances, the exemplars. In the following

we notate such exemplars X = {xi∈[1...M ]} ∈ X, where X is the space of all data instances of a

certain class, e.g. images, shapes, visual-hulls, etc. Often advanced distance measures centered

on the exemplars are used in p(y|x), i.e.

p(y|x = i) =
1

Zi
exp

(

− d(y, xi)/σ
2
i

)

, (5.15)

with d being any distance function defined over X. For example in Toyama and Blake [2001], a

specialized image distances, e.g. a distance with searches for the best alignment between image

regions, and the chamfer-distance, e.g. a distance specially defined between binary edge images,

was used for d.

Importantly for exemplar-based HMMs, the estimation of parameters in (5.15) is no longer

coupled with the HMM estimation. Exemplars X are usually selected previously, and fixed dur-

ing the HMM estimation. A simple solution therefore is to cluster or subsample the exemplars

in the training sequences. A better technique based on a discriminative feature selection will

be discussed in Sections 5.5.2 and 7.3. Estimation of variance σi and normalization constant

Zi is generally not straightforward. The work of Toyama and Blake [2001] deals extensively

with this issue and provides and approximation for both σi and Zi, which can be estimated

from data. Another solution to estimate these parameters is based on the PDF projection the-

orem [Minka, 2004]. A more simple solution, proposed by Elgammal et al. [2003], is to use a

non-parametric density for (5.15), such that independent of x all distributions share the same

manually adjusted parameter σi = σ, i = 1, . . . ,M . Under such a setting and with certain

independence assumptions, Zi can be ignored.

5.5.1. Transformed Exemplar-based HMM

The idea behind the transformed HMM [Jojic et al., 2000] is to explicitly model view transfor-

mation as latent process in a HMM. Therefore a latent variable l, which describes a finite set of

possible view transformations Pl, l = 1, . . . , L, is insert into the HMM. Pl can thereby repre-

sent various classes of transformations, simple 2D similarity transformations, e.g. translation,

scale, and in-plane rotation. In Chapter 6, we will extend this idea for handling out-of-plane

rotation as well. Temporal constraints applied onto the view parameters l, in form of Markovian
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qt=1 qt=2 qt=T

xt=1 xt=2 xt=T

yt=1yt=1yt=1 yt=2yt=2 yt=Tyt=T

lt=1 lt=2 lt=T

Figure 5.3.: Transformed exemplar based HMM.

dependencies p(lt|lt−1, . . . , l1) = p(lt|lt−1), allow them to evolve over time as with a smoothly

moving camera. The resulting model is shown in Figure 5.3.

In the resulting transformed exemplar-based HMM observation are explained as transformed

exemplars P (x). Consequently the probability of observing y, given x and l is

p(y|x = i, l = j) =
1

Z
exp

(

− d(y, Pj(xi))/σ
2
i

)

. (5.16)

Inference and learning with the model, Figure 5.3, is generally not straightforward as it con-

sists two independent random processes, which results in a loopy graph, i.e. a graph with more

than one possible path between two nodes. However, for a reasonable small number of trans-

formations L and states N , a simple solution is to introduce a new variable q́ = (q, l) of size

L × N , which encodes both, state and transformation. Probabilities of this extended states

are then simply defined as Cartesian products of the transition probabilities for q and l, i.e.

p(q́t|q́t−1) = p(qt|qt−1)p(lt|lt−1). The resulting model consist a single Markov process, and

its graphical structure equals the semi-continuous HMM shown in Figure 5.2(b). Inference and

learning of state transitions and initial probabilities follows therefore the standard estimation

algorithms for HMMs.

5.5.2. Exemplar Selection

As mentioned earlier, exemplars are typically selected separately and prior to the learning of the

remaining HMM parameters. In a classical way, such selection has to deal with two conflicting

objectives. First, the set of exemplars must be small to avoid learning and classification in high

dimensions (curse of dimensionality) and to allow for fast computations. Second, the set must

contain enough elements to account for variations within and between classes. We will use

the wrapper technique for feature selection Kohavi and John [1997], which we first used for
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exemplar selection in [Weinland et al., 2007], but other possibilities will be discussed in Section

5.5.3.

Several criteria exist to measure and optimize the quality of a feature set (see e.g. [Guyon and

Elisseeff, 2003]). The wrapper approach can be seen as a direct and straightforward solution

this problem. The criterion optimized is the validation of the considered classifier (in this thesis

the MAP classifier (5.11)), which is itself used as a black box by the wrapper while performing

a greedy search over the feature space. There are different search strategies for the wrapper and

we use a forward selection, which we describe in the following.

Forward Selection

The wrapper method we use is called “forward selection” [John et al., 1994], and proceeds

as follows: Forward selection is a bottom-up search procedure that adds new exemplars to

the final exemplar set one at a time until the final set is reached. Candidate exemplars are

all instances in the training set, or a sub-sampled set of those. In each step of the selection,

classifiers for each candidate exemplar set are learned and evaluated. Consequently, in the first

iteration classifier for each single candidate exemplar are learned, the exemplar with the best

evaluation performance is added to the final exemplar set, and the learning and evaluation step

is repeated using pairs of exemplars (containing the already selected), triples, quadruples, etc.

The algorithm is given below (see Algorithm 1).

Algorithm 1 Forward Selection

Input: training sequences Y = {Y1, . . . Ym}, validation sequences Ŷ = {Y1, . . . Ym̂}

1. let candidate exemplar set X = {y : y ∈ Y}

2. let final exemplar set X = ∅

3. while size of X smaller than n

a) for each y ∈ X

i. set X ′ ← {y} ∪X

ii. train classifier g with Y and keep validation performance on Ŷ

b) set X ← {y∗} ∪ X where y∗ corresponds to the best validation performance ob-

tained in step 3(a). If multiple y∗ with same performance exist, randomly pick one.

c) set X ← X \ {y∗}

4. return X

Note that the above procedure assumes one shared exemplar set for all action models.
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5.5.3. Selection Discussion

Many techniques have been used in the literature to select exemplars and vocabulary sets in

related approaches. For instance, several methods sub-sample or cluster the space of exemplars,

e.g. [Toyama and Blake, 2001, Athitsos and Sclaroff, 2003]. While generally applicable in our

context, such methods require nevertheless very large sets of exemplars in order to reach the

performance of a smaller set that has been specifically selected with respect to an optimization

criterion. Moreover, as we observed in Section 5.5.2, a clustering can miss important discrimi-

native exemplars, e.g. clusters may discriminate body shapes instead of actions.

Another solution is to select exemplars based on advanced classification techniques such

as support vector machines [Vapnik, 1998] or Adaboost [Freund and Schapire, 1995]. Unfor-

tunately, support vector machines are mainly designed for binary classifications and, though

extensions to multiple classes exist, they hardly extract a single feature set for all classes. On

the other hand, Adaboost[Freund and Schapire, 1995] can be extended to multiple classes and is

known for its ability to search over large numbers of features. Using the framework introduced

in Chapter 7, we experimented with Adaboost using weak classifiers based on single exemplars

and pairs of exemplars but performances were less consistent than with the forward selection.

Wrapper methods, such as the forward selection, are known to be particularly robust against

over-fitting [Guyon and Elisseeff, 2003] but sometimes criticized for being slow due to the

repetitive learning and evaluation cycles. In combination with the framework introduced in

Chapter 7, we need approximately n×m learning and validation cycles to select n features out

of a candidate set with size m. With a non-optimized implementation in MATLAB, selection

of approximately 50 features out of a few hundreds will take around 5 minutes. This is a very

reasonable computation time considering that this step is only required during the learning phase

and that a compact exemplar set will benefit to all recognition phases.
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CHAPTER 6

Action Recognition from Arbitrary Views using 3D Exemplars.

We now address the problem of learning view-independent, realistic 3D models of human ac-

tions, for the purpose of recognizing those same actions from a single or few cameras, without

prior knowledge about the relative orientations between the cameras and the subjects. A major

enhancement with regard to our previous work on MHVs is, that we no longer require a 3D

reconstruction during the recognition phase. Instead we will use learned, exemplar-based 3D

models to produce 2D image information that is compared to the observations. Consequently,

actions can be observed with any camera configuration, from single to multiple cameras, and

from any viewpoint. Our main motivation is to cope with unknown recognition scenarios with-

out learning multiple and specific databases. This has many applications, including video-

surveillance, where actions are often observed from a single and arbitrary viewpoint.

The requirement to perform recognition from single views is a very strong one, with the effect

that whatever representation is built of the 3D action, there should be an efficient algorithm

for projecting it into an arbitrary view. The simplest model in this respect uses exemplars of

”poses” described with occupancy grids. The projection of an MHV to a single view is not a

simple operation. In particular it is not an MHI. This precludes the use of MHVs in this chapter,

although we refer the reader to the discussion in Section 6.6.3.

In this chapter we proceed as follows. In 6.1 we contrast our approach with similar techniques

used in motion capture (MOCAP). In Section 6.2 we present an overview of the proposed ap-

proach. Details on the exemplar-based HMM are given in Section 6.3. In Section 6.4 the

exemplar selection and the model learning are explained. Section 6.5 details recognition. Ex-

periments using a challenging dataset of 11 actions are presented and discussed in Section 6.6,

89
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before we conclude the chapter in Section 6.7.

6.1. Motivation

Our approach shares some similarities with generative models used in recent work dealing with

markerless motion capture. Vision based motion capture approaches, such as [Gavrila and

Davis, 1996, Deutscher et al., 2000, Sidenbladh et al., 2000, Peursum et al., 2007, Knossow

et al., 2008], recover a body model from images by searching for the 3D configuration that,

when projected into 2D, best explains the image observation. By using a 3D model to generate

2D information, such approaches can thus adjust to arbitrary views. On the downside, modeling

the full human body kinematics, possibly in combination with unknown view parameters, result

in a large parameter space, which makes the search for the optimal body configuration a difficult

highly non-convex problem. As a result, such approaches are prone to local maxima and are

very difficult to calibrate.

In this chapter we propose a generative model similar to MOCAP, with the difference that

we represents postures simply through a fixed set of previously selected discriminative 3D key-

postures, the exemplars. We will show that using a set of exemplars, instead of a parametric joint

model, is a sufficient representation for most actions. This follows our personal experience:

Humans can recognize action without exactly reconstructing body configuration, e.g. as also

demonstrated in the experiments by Bobick and Davis [1996b] with highly blurred imagery

of human motion (see Section 2.1.2), and humans can recognize most actions from temporally

sparse yet discriminative sequences of key-frames, e.g. when reading a comic book (an excellent

comic book, which deals with exactly this issue is [McCloud, 1993]).

The view-independent action mode that we propose in this chapter is a generative model with

a very low dimensional parameter space. That is, our model has variables for global position

and orientation of the body, and a single variable to represent posture, i.e. an index to the actual

key-pose exemplar. Using this representation, actions are modeled as Markov sequences over

exemplar index and view parameters. The resulting model is a transformed exemplar-based

HMM, in the spirit of [Frey and Jojic, 2000, Toyama and Blake, 2001]. Such a model allows

to use standard inference techniques to identify the action sequence that best explains the im-

age observations. In addition, explicitly modeling the view transformation between exemplars

and image cues allows such transformation to change over time during recognition as with a

smoothly moving camera.
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6.2. Overview of Approach

We model an action as a Markov sequence over a set of key-poses, the exemplars. Figure

6.1 shows examples of observation sequences and the corresponding best matching exemplar

sequences computed as Viterbi path (Section 5.2.4) through our model.

Exemplars are represented in 3D as visual hulls, which we computed using a system of 5

calibrated cameras. The observation sequence comes in this example from a single camera and

is represented trough silhouettes obtained from background subtraction. To match observation

and exemplars, the visual hulls are projected into 2D and a match between the resulting silhou-

ettes is computed. The recognition phase thus generates 2D from 3D and never has to infer 3D

from a single view observation.

Modeling actions and views The matching between model and observation is represented

in a probabilistic framework (Section 6.3). Consequently, and crucially, that neither the best

matching exemplar sequence, nor the exact projection parameters need to be known. Instead a

probability of all potential exemplar sequence and projection is computed. Using the classical

HMM algorithms (Section 5), such a probability can be efficiently computed under the follow-

ing conditions: First, we use a small set of exemplars that is shared by all models. As we show

in Section 5.5.2, a small set of exemplars is sufficient to describe a large variety of actions, if the

exemplars are discriminative with respect to these actions. Second, we make a few reasonable

assumptions on the parameters of the projective transformation, i.e. the camera calibration and

position of a person can be robustly observed during recognition and only the orientation of a

person around the vertical axis is unknown.

Exemplar selection and model learning Learning an action model consists of two steps:

A set of exemplars is selected, which is shared by all actions models (Section 5.5.2); probabili-

ties over these exemplars are learned individually for each action (Section 6.4.2).

When selecting the exemplars, we are interested in finding the subset of poses from the

training sequences, that bests discriminates actions. To this purpose, we present in Section 5.5.2

an approach based on a method for feature subset selection, a wrapper [John et al., 1994].

Given a set of exemplars, the action specific probabilities are estimated using standard proba-

bility estimation techniques for HMMs, as described in Section 6.4.2. Interestingly, the learning

of dynamics over a set of selected 3D exemplars can be performed either on 3D sequences of

aligned visually hulls, thus under ideal conditions, or simply from single view observations.

Hence 3D information is not mandatory for that step.
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Figure 6.2.: Probabilistic dependencies of actions: an action is modeled as a hidden state se-

quence Q, e.g. a motion sequence in a posture space. At each time step t, a 3D exemplar xt,

i.e. a visual hull, is drawn from the motion sequence Q. Observations yt, i.e. silhouettes, result

then from a geometric transformation of exemplars that is defined by 2 sets of parameters l̂ and

l̃. l̂ are observed parameters, e.g. camera parameters determined in a preliminary step, and l̃
are latent parameters, e.g. body orientation determined during recognition. Shaded nodes in the

graph correspond to observed variables.

Classification Classification is performed using standard HMM algorithms, as described in

Section 6.5.

6.3. Probabilistic Model of Actions and Views

Our representation for human action is a product of two independent random processes, one

for the orientation of the subject relative to the camera, and the other for the view-independent,

body-centered poses taken by the performer during the various stages of the action. The two

processes are modeled in an exemplar-based HMM, shown in Figure 6.2, in the spirit of [Frey

and Jojic, 2000] and [Toyama and Blake, 2001].

Hidden Motion States Dynamics in exemplar space are represented by a discrete N -state

latent variable q that follows a first order Markov chain over time. Thus: p(qt|qt−1, . . . , q1) =

p(qt|qt−1), with t ∈ [1 . . . T ], and with the prior p(q1) at time t = 1. Though generally hid-

den, q can intuitively be interpreted as a quantization of the joint motion space into action-

characteristic configurations.

Exemplars At each time t, a three dimensional body template xt is drawn from p(xt|qt). A

crucial remark here is that these templates do not result from body models and joint configura-

tions, but are instead represented by a set of M exemplars: X = {xi∈[1...M ]}, learned from three

dimensional training sequences.
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Note here that p(xt|qt) models the non-deterministic dependencies between motion states

and body configuration. Thus motion states q are not deterministically linked to exemplars as

e.g. in [Toyama and Blake, 2001, Lv and Nevatia, 2007], allowing therefore a single motion

state q to be represented with different exemplars, to account for different body proportions,

style, or clothes.

View Transformation and Observation To ensure independence with respect to the view

projection onto the image plane: Pl̂l̃(x) = P̂ [Rθ, u]x, we condition observations y on parame-

ters that represent this transformation. We separate view transformation parameters {l̂t} com-

puted separately, using robust methods (i.e. the camera matrix P̂ and position u), and body pose

parameters {l̃t} that are latent (i.e. the orientation around the vertical axis θ).

The resulting density p(yt|xt, l̂t, l̃t) is represented in form of a kernel function centered on

the transformed exemplars Pl̂l̃(xi):

p(yt|xt = i, l̂t, l̃t) ∝
1

Z
exp

(

− d(yt, Pl̂l̃(xi))
2/σ2

)

, (6.1)

where d is a distance function between between the resulting silhouettes, e.g. the Euclidean

distance (i.e. the number of pixels which are different), or a more specialized distance such

as the chamfer distance [Gavrila and Philomin, 1999]. (Note that both were giving similar

results in our experiments in this chapter, where we were exclusively working with background

subtracted sequences.)

The temporal evolution of the latent transformation variables is modeled as a Markov process

with transitions probabilities p(l̃t|l̃t−1), and a prior p(l̃1). This is equivalent to a temporal

filtering of the transformation parameters where, interestingly, various assumptions could be

made on the dynamic of these parameters: a static model or an autoregressive model, or even a

model taking into account dependencies between an action and view changes.

In our implementation all variables {l̃, l̂} are discretized. For instance, the orientation θ

is discretized into L equally spaced angles within [0, 2π] and u is discretized into a set of

discrete positions. The temporal evolution of θ is modeled using a von Mises distribution:

p(θt|θt−1) ∝ exp(κ cos(θt − θt−1)), that can be seen as the circular equivalent of a normal

distribution, and a uniform prior p(θ1).

6.4. Learning

We learn separate action models λc for each action class c ∈ {1, . . . , C}. A sequence of

observations Y = {y1, . . . , yT } is then classified with respect to the maximum a posteriori
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(MAP) estimate:

g(Y ) = arg max
c

p(Y |λc)p(λc), (6.2)

see also Section 5.2.3. The set λc is composed of the probability transition matrices p(qt|qt−1, c),

p(q1|c) and p(xt|qt, c), which are specific to the action c, as they represent the action’s dynam-

ics. In contrast, the observation probabilities p(yt|xt, l̂t, l̃t) are tied between classes, meaning

that all actions {c = 1..C} share a common exemplar set, i.e. Xc = X, and a unique variance

σ2
c = σ2. In the context of HMMs, such an architecture is known as a tied-mixture or semi-

continuous HMM[Bellegarda and Nahamoo, 1990], see also Section 5.4. This architecture is

particularly well adapted to action recognition since different actions naturally share similar

poses. For example, many actions share a neutral rest position and some actions only differ by

the sequential order of poses that composed them. In addition, sharing parameters dramatically

reduces complexity during recognition, when every exemplar must be projected with respect to

numerous latent orientations.

Learning consists then in two main operations: selecting the exemplar set that is shared by

all models; learning the action specific probabilities. As we will see in the following, the two

operations are tightly coupled. Selection uses learning to evaluate the discriminant quality of

exemplars, and learning probabilities relies on a selected set of exemplars. Both operations are

detailed below.

6.4.1. Exemplar Selection

Identifying discriminative exemplars is an essential step of the learning process. A general

discussion on exemplar selection methods was given in Section 5.5.3. In action recognition,

previous works use motion energy minima and maxima [Lv and Nevatia, 2007, Ogale et al.,

2004], or k-means clustering (adapted to return exemplars) [Toyama and Blake, 2001] to iden-

tify key-pose exemplars. However, there is no apparent relationship between such criteria and

the action discriminant quality of the selected exemplars. In particular for the adapted k-means

clustering [Toyama and Blake, 2001] we observed experimentally, that clusters tend to consist

of different poses performed by similar actors rather than similar poses performed by different

actors. Consequently, selecting exemplars as poses with minimum within-cluster distance often

leads to neutral and therefore non-discriminative poses.

To better link the discriminant quality of exemplars and the selection, we propose in this

thesis to use a novel approach for exemplar selection, which is the wrapper approach introduced

in Section 5.5.2.

The selection of exemplar is then performed entirely on 3D sequences of rotational aligned

exemplars. Training and evaluation of the remaining probabilities can be performed in 3D

or 2D, as detailed in Section 6.4.2. The approach is illustrated in Figures 6.3 and 6.4 where
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Figure 6.3.: Selected exemplars: first 48 discriminative exemplars as returned by the forward

selection. The dataset is composed of 11 actions performed by 10 actors. Recognition rates are

shown in Figure 6.4.

exemplars and the associated validation rates are shown. Figure 6.3 shows that the selected

poses naturally represent key-postures, i.e. characteristic frames of an action.

6.4.2. Learning Dynamics

Given a set of exemplars, the action parameters λc∈{1,...,C}: probabilities p(qt|qt−1, c), p(q1|c)

and p(xt|qt, c), can be learned. Various strategies can be considered for that purpose. In the

following, we sketch two of them: learning from 3D observations (sequences of visual hulls),

and learning from 2D observations (image sequences). Note that in both cases, motion is learned

in 3D over the set of 3D exemplars, obtained as described in section 5.5.2.

Learning from 3D Observations

In this training scenario, several calibrated viewpoints are available, leading therefore to 3D vi-

sual hull sequences, and all actions are performed with the same orientation. In that case, motion

dynamics are learned independently from any viewing transformation, thus p(yt|xt, l̂t, l̃t) =

p(yt|xt) with y being 3D. Transformation parameters appear later during the recognition phase

where both dynamics and viewing process are joined into a single model.

Each model λc is learned through a forward-backward algorithm (Section 5.2.2) that is sim-

ilar to the standard algorithm for Gaussian mixture HMMs [Rabiner, 1990], except that the

kernel parameters, that correspond to mean and variance of the Gaussians (i.e. X and σ), are not

updated. Note that a similar forward-backward algorithm was already proposed in the context

of exemplar based HMMs [Elgammal et al., 2003].



6.5 Action Recognition from 2D Cues 97

0 5 10 15 20 25 30 35 40 45 50
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Exemplar Number

V
al

id
at

io
n

R
at

e

Figure 6.4.: Validation rate vs. number of selected exemplars.

Learning from 2D Observations

In this scenario, dynamics in the exemplar 3D space are learned using 2D cues only. In that case,

the situation is similar when either learning or recognizing. A nice feature here is that only a

valid set of 3D exemplars is required, but no additional 3D reconstruction. This is particularly

useful when large amounts of 2D observations are available but no 3D inference capabilities

(e.g. 3D exemplars can be synthesized using a modeling software; the dynamics over these

exemplars are learned form real observations).

View observations are not aligned and so the orientation variable l̃ is latent. Nevertheless,

the number of latent states remains in practice small, (i.e. L × N , with L being the number of

discrete orientations l̃ and N the number of states q). The model can be learned by introducing

a new variable q́ = (q, l̃) of size L×N that encodes both state and orientation, as explained in

Section 5.5.1. Loops in the model are thus eliminated, and learning can be performed via the

forward-backward algorithm introduced in Section 5.2.2.

6.5. Action Recognition from 2D Cues

A sequence of observations Y is classified using the MAP estimate (6.2), as explained in Section

5.2.3. Such a probability can now be computed using the classical forward variable (Section

5.2.2) α(q́t|λc) = p(y1, . . . , yt, q́t|λc), where q́ = (q, l̃) is a variable encoding state and orien-

tation as explained in Section 6.4.2

Arbitrary viewpoints do not share similar parameters; in particular scales and metrics can
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Figure 6.5.: Camera setup and extracted silhouettes: (Top) the action “watch clock” from the

5 different camera views. (Middle and bottom) sample actions: “cross arms”, “scratch head”,

“sit down”, “get up”, “turn”, “walk”, “wave”, “punch”, “kick”, and “pick up”. Volumetric

exemplars are mapped onto the estimated interest regions indicated by blue box.

be different. However, the kernel parameter σ2 is uniquely defined, with the consequence that

distances computed in equation (6.1) can be inconsistent when changing the viewpoint. To

adjust σ2 with respect to changes in these parameters, we introduce σ2
l̃

= sl̃σ
2. Ideally, σ2

l̃

should be estimated using test data. In practice, the following simple approximation of σ2
l̃

appears to give satisfactory results with the distance functions we are considering:

sl̂ =
1

M

M
∑

i=1

1
L

∑L
l̃=1
||Pl̂l̃(xi)||

2

||xi||2
. (6.3)

The idea is here generally that of a Monte-Carlo method, where we sample points in the new

space and use the estimated average change in scale to update the kernel parameter. For effi-

ciency, the method simply takes the set of projected exemplars as samples in the new space.

Another remark is that observations from multiple calibrated cameras can easily be incorpo-

rated. Assuming multiple view observations {y1
t , . . . , y

K
t } at time t, we can write their joint

conditional probability as:

p(y1
t , . . . , y

K
t |xt, l̂t, l̃t) ∝

K
∏

yk
t

p(yk
t |xt, l̂t, l̃t). (6.4)

6.6. Experiments

Experiments were conducted on the IXMAS dataset, see Section 3.3.1 and Figure 6.5. Our

experimental scheme is as follows: 9 of the actors are used for exemplar selection and model

learning, the remaining actor is then used for testing. We repeat this procedure by permuting
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cameras 2 4 3 5 1 3 5 1 2 3 5 1 2 3 4

% 81.6 61.6 70.2 75.9 81.6

Table 6.1.: Recognition rates with camera combinations. For comparisons, a full 3D recogni-

tion considering 3D manually aligned models as observations, instead of 2D silhouettes, yields

91.11%.

the test-actor and compute the average recognition rate. Exemplar selection is performed on

sub-sampled sequences (i.e. 2.5 frames/s) to save computational costs. Example results for

exemplars are shown in Figure 6.3. The number M of exemplars was empirically set to 52

. Parameter learning and testing is performed using all frames in the database. Action are

modeled with 2 states, which appears to be adequate since most segmented actions cover short

time periods. Voxel grids are of size: 64 × 64 × 64 and image ROIs: 64 × 64. The rotation

around the vertical axis is discretized into 64 equally spaced values. Consequently, each frame

is matched to 52 × 64 exemplar projections. The ground plane is clustered into 4 positions.

6.6.1. Learning in 3D

In these experiments, learning is performed in 3D (as explained in 6.4.2). Recognition is then

performed on 2D views with arbitrary actor orientations. Recognition rates per camera are given

in Figure 6.6, the corresponding views are shown in Figure 6.5.

Unsurprisingly, the best recognition rates are obtained with fronto-parallel views (cameras

2 and 4). The top camera (camera 5) scores worst. For this camera, we observe that: the

silhouette information is not discriminative; the perspective distortion results in strong bias in

distances; estimating the position of the actor is difficult. All these having a strong impact on

the recognition performance.

In the next experiment, several views were used in conjunction to test camera combinations.

First, 2 view combinations were experimented. Camera 2 and 4 give the best recognition rate

at 81.59%. Those 2 cameras are both approximately fronto-parallel and perpendicular one

another. Figure 6.7 shows the resulting confusion matrix for this specific setup. Adding further

cameras did not improve results. We also try other camera combinations (Table 6.1). For

instance, combining the two cameras with the worst recognition results (camera 3 and 5) raises

the recognition rate to 61.59%.

6.6.2. Learning from single views

In this experiment, learning is performed using single cameras (as explained in Section 6.4.2).

Observations during learning and recognition are thus not aligned. The exemplars considered
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Figure 6.6.: Recognition rates when learning in 3D and recognizing in 2D. The average rates

per camera are {65.4, 70.0, 54.3, 66.0, 33.6}.
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Figure 6.7.: Confusion matrix for recognition using cameras 2 and 4. Note that actions per-

formed with the hand are confused, e.g. “wave” and “scratch head” as well as “walk” and

“turn”.
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Figure 6.8.: Recognition rates when learning and recognizing in 2D.

are the same than in the previous section. Learning from a single view is obviously prone to

ambiguities, especially when the number of training samples is limited. We thus restricted the

experiments to the 3 best cameras with respect to the previous experiments. Figure 6.8 shows

the recognition results per action class and per camera. Compared to the previous scenario,

recognition rates drop drastically, as a consequence of learning from non-aligned data and sin-

gle view observations. Surprisingly, some of the actions, e.g. “cross arms”, “kick” still get very

acceptable recognition rates, as well as “sit down” and “pick up” that would normally be con-

fused. The average rate for camera 1 is 55.24%, 63.49% for camera 2 and 60.00% for camera

4.

6.6.3. Comparison with MHVs

In this section we compare the performance of the two view-independent approaches, MHVs

and exemplar-based HMM, on the IXMAS dataset. Best recognition rate for MHVs was 93.33%,

using PCA plus Mahalanobis distance based normalization, while the exemplar-based HMM

had best results with 81.3%, when fusing the views of several cameras. A direct comparison

of the results indicates thus, that a 3D reconstruction is more powerful than simple fusing of

observation likelihoods form multiple views, even though camera calibration information was

used in the latter to impose consistency between the views.

When comparing the two approaches it is important to notice that there are several issues,

which only exist when working with 2D observations. An example is the scale normaliza-

tion, which we applied in 3D along the main directions of the cylindrical representation before

matching the MHVs. Such scale is easily estimate in 3D. In 2D, however, given only single sil-

houettes we can not infer 3D scale. Respectively, for the exemplar based approach all volumes

were kept at their original scale when matched against 2D, and variations in scale were only
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Figure 6.9.: Comparison exemplar-based HMM vs. MHVs: (Left) Confusion matrix (in %)

using exemplar based HMM with average rate 91.21%. (Right) using MHVs with average rate

94.85%.

explained through different sized exemplars in the training set (resulting from different sized

actors).

To directly compare the quality of two different action models, i.e. space-time representation

and state-transition model (Section 2.2), we perform experiments with both models in 3D, on

manually aligned volumes. As we reported in Section 3.3.6, the recognition ratio with MHVs

under this setting is 94.85%. For a exemplar based HMM that we learn and evaluate using 3D

exemplars, the best recognition rate is 91.21%. The two approaches have thus similar recogni-

tion rates under such a unified setting, although the space-time approach is slightly better (i.e.

3.74%). Confusion matrixes for this experiment are shown in Figure 6.9.

In summary, the space-time MHV representation has very good recognition results and is

very efficient to compute. On the other hand, the exemplar-based HMM scores slightly worse,

but therefore overcomes one of the main limitations of the MHV approach, i.e. dependency on

multiple views.

A Generative Space-Time Approach?

In the previous comparison between the MHV space-time representation and exemplar-based

model, the former had slightly better results, while the latter was able to work from single view

observations. This respectively suggests to implement a combination of both approaches, i.e. an

approach that uses 3D MHVs to generate arbitrary 2D MHI observations. While this is indeed

an interesting direction, it will result in several difficulties as explained in the following.

In particular, generating 2D motion-templates from a 3D model, other than simple silhou-

ettes, is not a straightforward process. We exemplary illustrate this for 3D MHVs and 2D MHIs
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(a) (b) (c)

Figure 6.10.: Issues when generating 2D MHIs from a 3D MHV model. (a) The 2D projection

of a 3D MHV computed from visual-hulls sequence is different from (b) the MHI computed

from 2D projections of the sequence. (c) Modifying the rendering pipeline we can generate an

equivalent 2D MHI directly from the 3D MHV.

in Figure 6.10, but similar issues exist for other space-time representations, e.g. optical flow,

and non-exemplary representation, e.g. statistically represented space occupancy.

In the top row of Figure 6.10 silhouettes of a sample kick motion are shown. Figure 6.10(a)

shows the resulting MHV that was computed on the 3D volumes of this motion and projected

onto the image plane, while Figure 6.10(b) shows the MHI that was computed in 2D after

the silhouettes were each separately projected onto the image plane. Clearly, the 2D MHI

does not correspond to the projected 3D MHV. Hence a generative approach based on MHVs

can not simply project 3D MHVs into 2D and match these against MHIs computed from 2D

observations. Instead, such an approach would require an explicit projection of all training

frames into 2D, and re-computation of the 2D representation for each new view. When working

with changing views, such a process can become rapidly over expensive.

Interestingly, for MHVs a solution exists, which requires a re-implementation of the standard

2D rendering pipeline. In short, the rendering pipeline was modified so that for each viewing ray

through a pixel not the value (time stamp) of the closest occupied voxel is adopted, as typically

for a rendering pipeline, but instead for each viewing ray through a pixel the maximum voxel

value (i.e. the longest occupied time stamp) along that direction is adopted. The result of such

a modified rendering applied to a MHV is shown in Figure 6.10(c), which indeed is equivalent

to the MHI in 6.10(b) computed form the 2D silhouettes sequence.

It is however important to recall, that our original MHV approach used a classifier based on

averaged MHVs. For such a mean value representation the above rendering would no longer
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Latent motion states (No.) 1 2 3 4

Recognition rate (%) 75.87 80.63 81.59 79.05

Table 6.2.: Recognition rates with HMMs of different complexity.

apply. A solution would be a classifier based on exemplary MHVs/MHIs; in the simplest case

a nearest neighbor approach. We believe this is an interesting direction for future work.

6.6.4. On Importance of Modeling Dynamics

In this section we experiment with different number of motion states N used in the HMM.

Looking at existing work in action recognition, we found that this parameter is usually set

empirically, and that few investigations on its importance are presented. To get more insight

on the importance of this parameter, we repeat the experiment from Section 6.6.1 using the

two cameras 2 and 4 with different values of N . Results are shown in Table 6.2. We observe

that best average recognition rate is achieved using N = 3 states. In Figure 6.11 we show

confusion matrixes for individual actions for the cases N = 1 and N = 3. We observe, that

actions such as sit down, get up, and pick up are more frequently confused if no dynamics are

modeled, i.e. by using a single state HMM. This is not surprising, because those actions share

similar characteristic postures that only differ in temporal order. On the other hand, we observe

that actions such as kick and punch even have slightly worse recognition results when dynamics

are added. Such actions that are very characteristic in posture, seem not to benefit from the

additional dynamic modeling. Instead, using a more complex dynamical model, with several

latent states, complicates the representation and recognition of those actions.

We can thus summarize, that not all actions need dynamic modeling, and that some actions

can even benefit from a simplified representation. We will examine this issue further in the

next part of this thesis, where we will specially design an exemplar-based representation to

be independent of temporal order. We then demonstrate, that indeed many actions, and in

particular those currently considered by the computer vision community, can benefit from such

a simplified and highly efficient representation.

6.7. Conclusion

This chapter presented a new framework for view independent action recognition from a single

or few cameras. To that aim we introduced a probabilistic 3D exemplar model that can generate

arbitrary 2D view observations. It results in a versatile recognition method that adapts to various

camera configurations. The approach was evaluated on our dataset of 11 actions and with
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Figure 6.11.: Comparison between (left) HMM with single latent motion state vs. (right) HMM

with three motion states: Actions such as sit down, get up, and pick up are evidently confused

when modeling no dynamics. On the other hand, actions such as kick and punch have worse

recognition rate when additional complexity is introduced in the model.

different challenging scenarios. The best results where obtained with a pair of fronto-parallel

perpendicular cameras, validating the fact that actions can be recognized from view arbitrary

viewpoints.

Our experiments using a small exemplar set of approx. 50 different key-poses, which we

found sufficient to model 11 different actions performed by 10 different actors, also confirmed

what we initially anticipated, i.e. that many actions are sufficiently describable through a set of

characteristic key-posture, without need for recovery of exact joint configuration.

In the next part of this thesis we develop an approach which addresses several issues that

are related to the work in chapter. We experiment with exemplars for recognition in non-

background subtracted scenes, and we examine action recognition using exemplars in a sim-

plified representation, which in particular does not account for dynamics.
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Part III

Action Recognition without Modeling

Dynamics:

Exemplar-based Embedding

The previous parts of this thesis were centered around view-independent modeling of actions.

In this part, we work on a view-dependent setting, and focus on different issues. We derive

a new and strongly simplified exemplar-based representation for action recognition, which in

particular does not account for modeling dynamics. This is in contrary to most existing ap-

proaches, which model actions with representations that either explicitly or implicitly encode

the dynamics of actions through temporal dependencies. The representation proposed in this

part does not account for such dependencies. Instead, motion sequences are represented with

respect to a set of discriminative static key-pose exemplars and without modeling any temporal

ordering. The interest is a time-invariant representation, which drastically simplifies learning

and recognition by removing time related information such as speed or length of an action. We

demonstrate on a publicly available dataset, that such a representation indeed can precisely rec-

ognize actions with result that equal or exceed those of the current state-of-the-art approaches.
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CHAPTER 7

Action Recognition using Exemplar-based Embedding

7.1. Introduction

A challenging issue in action recognition originates from the diversity of information which

describes an action. This includes purely visual cues, e.g. shape and appearance, as well as

dynamic cues, e.g. space-time trajectories and motion fields. Such diversity raises the question

of the relative importance of these sources and also to what degree they compensate for each

other.

As discussed in Section 2.1.1, Johansson [1973] demonstrated through psychophysical exper-

iments that humans can recognize actions merely from the motion of a few light points attached

to the human body. Following this idea, several works (see Section 2.1.1) attempted to recog-

nize actions using trajectories of markers with specific locations on the human body. While

successful in constrained environments, these approaches do not however extend to general

scenarios.

Besides, static visual information give also very strong cues on activities. In particular, hu-

mans are able to recognize many actions from a single image (see for instance Figure 7.1).

Consequently a significant effort has been put in representations witch fuse strong visual cues

with temporal models. As we discussed in chapter 2, different directions have been followed.

Space-time representations, such as the motion history volume approach introduced in Chapter

3, simultaneously model in space and time. Other approaches equip traditional state-transition

models, such as hidden Markov models (HMMs), with powerful image matching abilities based

on exemplar representations, e.g. see the exemplar-based HMM in Chapter 6.
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In this chapter we take a different strategy and represent actions using static visual infor-

mation without temporal dependencies. Our experiments in the previous chapter using an

exemplar-based HMM with a single motion state (Section 6.6.4) already demonstrated, that

certain actions do not require dynamic modeling, and that such actions can even benefit from

a less complex model. In this chapter we elaborate on this finding and develop a simplified

exemplar-based representation, which specially avoids modeling temporal relations. Our results

show that such a representation can effectively model actions and yield recognition rates that

equal or exceed those of the current state-of-the-art approaches, with the virtues of simplicity

and efficiency.

Our approach builds on recent works on example-based embedding methods [Athitsos and

Sclaroff, 2003, Guo et al., 2007]. In these approaches complex distances between signals are

approximated in a Euclidean embedding space that is spanned by a set of distances to exemplar

measures. Our representations is grounded on such embedding, focusing only on the visual

components of an action. The main contribution is a time-invariant representation that does not

require a time warping step and is insensitive to variations in speed and length of an action. To

the best of our knowledge, no previous work has attempted to use such an embedding based

representation to model actions.

Exemplars are selected, as in our previous work, using a forward feature selection tech-

nique [Kohavi and John, 1997]. To compare our representation to the state of the art, we exper-

iment in this chapter on a view-dependent dataset, the well known Weizmann-dataset [Blank

et al., 2005]. Our results confirm that action recognition can be achieved using small sets of

discriminatively selected exemplars, and without considering temporal dependencies.

Another important feature of our approach is that it can be used with advanced image match-

ing techniques, such as the Chamfer distance [Gavrila and Philomin, 1999], for visual measure-

ments. In contrast to the classical use of dimensional reduction with silhouette representations,

e.g. [Wang and Suter, 2007], such a method can be used in scenarios where no background

subtraction is available. In a second experiment we will demonstrate, that even on cluttered

non-segmented sequences, our method has precise recognition results.

The chapter is organized as follows: In Section 7.2 we present our action representation. In

Section 7.3 we show how to compute a small but discriminative exemplar set. In Section 7.4 we

evaluate our approach with a publicly available dataset before concluding and discussing issues

in Section 7.5.

7.2. Action Modeling

Actions can been recognized using the occurrences of key-frames. In the work of Carlsson and

Sullivan [2001], class representative silhouettes are matched against video frames to recognize
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Figure 7.1.: Sample images from the Weizmann-dataset [Blank et al., 2005]. A human observer

can easily identify many, if not all, actions from a single image. The interested reader may

recognize the following actions: bend, jumping-jack, jump-in-place, jump-forward, run, gallop-

sideways, walk, wave one hand, wave two hands, and jump-forward-one-leg. Note, that the

displayed images have been automatically identified by our method as discriminative exemplars.

forehand and backhand strokes in tennis recordings. In a similar way, our approach uses a set

of representative silhouette like models, i.e. the exemplars, but does not assume a determinis-

tic framework as in [Carlsson and Sullivan, 2001], where exemplars are exclusively linked to

classes, and decisions are based on single frame detections.

A non-deterministic, probabilistic framework, using key-frame-like exemplars in an HMM,

was introduced in the previous part of this thesis. In such a top-down framework, representative

exemplars are matched against video frames, and the resulting distances are converted into like-

lihood probabilities. Consequently, the non-deterministic uncertainty relations between actions,

exemplars, and observation, are represented elegantly in terms of probabilities. On the down-

side, such a framework can rapidly become over complicated, computations of normalization

constants and joint probabilities can become infeasible (see also Section 5.5), and consequently

many simplifying assumptions become necessary for such an approach to remain computable.

Those difficulties inspired our last approach in this thesis, where we take a different direction

and derive an exemplar-based approach from bottom-up. As previously, we start with matching

representative exemplars against video frames. Instead of converting those into probabilities,

however, we simply work on the resulting set of distances. In our experiments we found that

learning a simple static classifier over those distances is entirely sufficient to discriminate the

actions that we considered. We interpret the resulting set of distances as an embedding into a

space defined by distances to key-pose exemplars. Although we use no probabilities, uncertain-

ties are nevertheless preserved in such a space, in terms of distances.

Our approach is illustrated in Figure 7.2. An action sequence is matched against a set of
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n exemplars. For each exemplar the minimum matching distance to any of the frames of the

sequence is determined, and the resulting set of distances forms a vector D∗ in the embedding

space R
n. The intuition we follow is that similar sequences will yield proximities to discrimi-

native exemplars which are similar. Hence their point representation in R
n should be close. We

thus model actions in R
n where both learning and recognition are performed. This is detailed

in the following sections.

7.2.1. Exemplar-based Embedding

Our aim is to classify an action sequence Y = y1, . . . , yt over time with respect to the occur-

rence of known representative exemplars X = {x1, . . . , xn}, e.g. silhouettes. The exemplar

selection is presented in a further section (see Section 7.3) and we assume here that they are

given.

We start by computing for each exemplar xi the minimum distance to frames in the sequence:

d∗i (Y ) = min
j

d(xi, yj), (7.1)

where d is a distance function between the primitives considered, as described in Section 7.2.3.

At this stage, distances could be thresholded and converted into binary detections, in the sense

of a key-frame classifier [Carlsson and Sullivan, 2001]. This requires however thresholds to be

chosen and furthermore does not allow to model uncertainties. Probabilistic exemplar-based

approaches [Toyama and Blake, 2001] do model such uncertainties by converting distances into

probabilities, but as mentioned earlier, at the price of complex computations. We instead simply

work on the vectors that result from concatenating all the minimum distances

D∗(Y ) = (d∗1(Y ), . . . , d∗n(Y ))⊤ ∈ R
n, (7.2)

without any probabilistic treatment. Note that our representation is similar in principle to the

embedding described in [Athitsos and Sclaroff, 2003, Guo et al., 2007] in a static context. We

extend it to temporal sequences.

7.2.2. Classifier

In the embedding space R
n, classification of time sequences reduces to a simple operation

which is to label the vectors D∗(Y ). A major advantage over traditional approaches is that such

vectors encode complete sequences without the need for time normalizations or alignments.

These vectors are points in R
n that are labelled using a standard Bayes classifier. Each class c ∈

1...C is represented through a single Gaussian distribution p(D∗|c) = N (D∗|µc,Σc), which
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we found adequate in experiments to model all important dependencies between exemplars.

Assignments are determined through maximum a posteriori estimations:

g(D∗) = arg max
c

(D∗|c)p(c), (7.3)

with p(c) being the prior of class c that, without loss of generality, is assumed to be uniform.

Note that when estimating covariance Σ and depending on the dimension n, it is often the

case that insufficient training data is available for Σ, and consequently the estimation may be

non-invertible. We hence work with a regularized covariance of the form Σ̂ = Σ + ǫI , with I

being the identity matrix and ǫ a small value.

7.2.3. Image Representation and Distance Functions

Actions are represented as vectors of distances from exemplars to the frames in the action’s

sequence. Such distances could be of several types, depending on the available information in

the images, e.g. silhouettes or edges. In the following, we assume that silhouettes are available

for the exemplars, which is a reasonable assumption in the learning phase, and we consider two

situations for recognition. First, silhouettes, obtained for instance with background subtractions,

are available; Second only edges can be considered.

(a) (b) (c) (d)

Figure 7.3.: Different types of image representations: (a) Silhouettes obtained using back-

ground subtraction. (b) and (c) Silhouette exemplar and filtered edge images used for matching

when background subtraction can not be performed. A Chamfer matching is then achieved by

correlating the silhouette (b) with the distance transformed edge image (d).

Silhouette-to-Silhouette Matching As in all previous parts of this thesis, we assume in

this scenario that background subtracted sequences are available. Consequently, x and y are

both represented through silhouettes, as illustrated in Figure 7.3(a). While difficult to obtain

in many practical contexts, silhouettes, when available, provide rich and strong cues. Con-

sequently they can be matched with a standard distance function and we choose the squared

Euclidean distance d(x, y) = |x − y|2, which is computed between the vector representations
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of the binary silhouette images. Hence, the distance is simply the number of pixels with differ-

ent values in both images.

Silhouette-to-Edge Matching In a more realistic scenario, background subtraction will

not be possible due to moving or changing background as well as changing light, among other

reasons. In that case, more advanced distances dealing with imperfect image segmentations

must be considered. In our experiments, we use such a scenario where edge observations y

(see Figure 7.3(c)), instead of silhouettes, are taken into account. In such observations, edges

are usually spurious or missing. As mentioned earlier we assume that exemplars are repre-

sented through edge templates (see Figure 7.3(b)), computed using background subtraction in a

learning phase. The distance we consider is then the Chamfer distance [Gavrila and Philomin,

1999]. This distance function has the advantage of being robust to clutter, since distances be-

tween the template edges, i.e. the exemplar, and their closest edges in the observed image are

computed. In detail, the Chamfer distance measures the closest distance for each edge point on

the observation x to any edge point in the exemplar y,

d(x, y) =
1

|x|

∑

f∈x

dy(f), (7.4)

where |x| is the number of edge points in x and dy(f) is the distance between edge f and the

closest edge-point in y. An efficient way to compute the Chamfer distance is by correlating the

distance transformed observation (Figure 7.3(d)) with the exemplar silhouette (Figure 7.3(b)) .

In the above distance functions, we assume that we can locate the approximate person-

centered region of interest (ROI) in an image, so that we do not have to scan over the whole

image. Note also that the amount of clutter in a sequence can affect distances. A normalization

where each vectors D∗(Y ) is translated and scaled with respect to its mean µD = 1
n

∑n
i d∗i (Y )

and standard deviation σD = ( 1
n

∑n
i (d∗i (Y )− µD)2)1/2 can then be useful.

7.3. Key-Pose Selection

In the previous section, we assume that the exemplars, a set of discriminative primitives, are

known. In practice we obtain them using a wrapper technique for feature selection [Kohavi and

John, 1997], which was explained in detail in Section 5.5.2, and previously used for exemplar

selection in Chapter 6.

In Figure 7.4 we show a sample exemplar set which we collected from the Weizmann-dataset

[Blank et al., 2005] (the dataset is detailed in the next section). Figure 7.4 shows the average

validation rate of all actions, and Figure 7.6 the average validation rates per action, which were
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Figure 7.4.: A set of exemplar silhouettes and their original images as returned by the forward

selection (from left to right). Validation rates computed during selection are shown in Figure

7.4 and 7.6.
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Figure 7.5.: Average validation rate during selection of exemplar set Figure 7.4.

computed on the training set during the selection. We observe that the selected poses naturally

represent key-postures. Interestingly also, that even though the overall validation rate reaches

100% for 15 exemplars, not all classes are explicitly represented through an exemplar, indicating

that exemplars are shared between actions.

7.4. Experiments

We have experimented our approach with the Weizmann-dataset [Blank et al., 2005] (see Fig-

ure 7.1 and 7.7) which has been recently used by several authors [Ali et al., 2007, Jhuang et al.,

2007, Niebles and Fei-Fei, 2007, Scovanner et al., 2007, Wang and Suter, 2007]. It contains

10 actions: bend (bend), jumping-jack (jack), jump-in-place (pjump), jump-forward (jump),

run (run), gallop-sideways (side), jump-forward-one-leg (skip), walk (walk), wave one hand

(wave1), wave two hands (wave2), performed by 9 actors. Silhouettes extracted from back-

grounds and original image sequences are provided.
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Figure 7.6.: Validation rate per action during selection of exemplar set Figure 7.4.

All recognition rates were computed with the leave-one-out cross-validation. Details are as

follows. 8 out of the 9 actors in the database are used to train the classifier and select the

exemplars, the 9th is used for the evaluation. This is repeated for all 9 actors and the rates

are averaged. For the exemplar selection, we further need to divide the 8 training actors into

training and validation sets. We do this as well with a leave-one-out cross-validation, using 7

training actors and the 8th as the validation set, then iterating over all possibilities. Exemplars

are constantly selected from all 8 actors, but never from the 9th that is used for the evaluation.

Also note that due to the small size of the training set, the validation rate can easily reach 100%

if too many exemplars are considered. In this case, we randomly remove exemplars during the

validation step, to reduce the validation rate and to allow new exemplars to be added. For testing

we nevertheless use all selected exemplars.

7.4.1. Evaluation on Segmented Sequences

In these experiments, the background-subtracted silhouettes which are provided with the Weizmann-

dataset were used to evaluate our method. For the exemplar selection, we first uniformly sub-

sample the sequences by a factor 1/20 and perform the selection on the remaining set of approx-

imately 300 candidate frames. When we use all the 300 frames as exemplars, the recognition

rate of our method is 100%.

To reduce the number of exemplars we search via forward selection over this set. The recog-

nition rate on the test set, with respect to the number of exemplars is shown in Figure 7.8. Note

that the forward selection includes one random step, in case that several exemplars have the
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Figure 7.7.: Sample sequences and corresponding edge images. (Top to bottom) jumping-jack,

walk, wave one hand, wave two hands, jump-forward-one-leg.
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Figure 7.8.: Recognition rates vs. exemplar set size. Recognition is performed on background

subtracted sequences.

same validation rate. We therefore repeat the experiment 10 times with all actors, and average

over the results. In Figure 7.9, we show recognition rates for the individual classes. Note in par-

ticular the actions jump-forward and jump-forward-one-leg that are difficult to classify, because

they are easily confused.

In summary, our approach can reach recognition rates up to 100% with approximately 120

exemplars. Moreover, with very small exemplar sets (e.g. around 20 exemplars), the average

recognition rate on a dataset of 10 action and 9 actors is already higher than 90% and continu-

ously increasing with additional exemplars (e.g. 97.7% for 50 exemplars). In comparison (see

Table 7.1), the space-time volume approach proposed by Blank et al. [2005] had a recognition

rate of 99.61%. Wang and Suter [2007] report a recognition rate of 97.78% with an approach

that uses kernel-PCA for dimensional reduction and factorial conditional random fields to model

motion dynamics. The work of Ali et al. [2007] uses a motion representation based on chaotic

invariants and reports 92.6%. Note, however, that a precise comparison between the approaches

is difficult, since experimental setups, e.g. number of actions and length of segments, slightly

differ with each approach.

7.4.2. Evaluation on Cluttered Sequences

In this experiment, we used edge filtered sequences instead of background subtracted silhou-

ettes. Edges are detected independently in each frame of the original sequences using a Canny

edge detector. The resulting sequences contain a fair amount of clutter and missing edges, as

can be seen in Figure 7.7. Exemplars are nevertheless represented through silhouettes since we
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Figure 7.9.: Recognition rates per action vs. exemplar set size. Recognition is performed on

background subtracted sequences.

Method Recognition Rate (%)

Our Method 100.0
Blank et al. [2005] 99.6
Wang and Suter [2007] 97.8
Ali et al. [2007] 92.6

Table 7.1.: Results of approaches that use background subtraction.
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Figure 7.10.: Recognition rates vs. exemplar set size. Recognition is performed on non-

background subtracted, edge filtered, sequences.

assume that background subtraction is available during the learning phase though not during

recognition. We also assume that the person centered region of interest in the image can be

located.

For a uniformly sub-sampled exemplar set of size 300, our method presents a recognition rate

of 93.6% in cross-validation on all 10 actions and 9 actors. Similarly to the previous experiment,

we compute the recognition rate with respect to the number of selected exemplars. Figure 7.10

shows the average recognition rate, and Figure 7.11 the rate per action.

We observe that after selection a recognition rate of 93% can be achieved with 110 exemplars.

Figure 7.12 shows the resulting confusion matrix in that case.

As in the previous experiment, the two actions jump-forward and jump-forward-one-leg are

difficult to classify, because they present many similarities. Another interesting observation is

that, with only 2 exemplars, more than 50% of the actions are correctly classified.

In summary, our method shows very good results also on non-background subtracted se-

quences (up to 93.6% recognition rate). To our knowledge, methods that where tested on the

Weizmann-dataset without using backgound subtraction are [Jhuang et al., 2007, Scovanner

et al., 2007, Niebles and Fei-Fei, 2007], see Table 7.2. Jhuang et al. [2007] report up to 98.8%

recognition rate with their biologically motivated system. These results are however computed

from only 9 actions and without the jump-forward-one-leg action which leads in our case to 4

false recognitions out of a total of 6. Scovanner et al. [2007] mention 82.6% recognition rate us-

ing 3D SIFT descriptors and Niebles and Fei-Fei [2007] 72.8% using spatial-temporal features.

As in previous experiments, experimental setups are slightly different with each approach, e.g.
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Figure 7.11.: Recognition rates per action vs. exemplar set size. Recognition is performed on

non-background subtracted, edge filtered, sequences.
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Method Recognition Rate (%)

Jhuang et al. [2007] 96.3
Our Method 93.6
Scovanner et al. [2007] 82.6
Niebles and Fei-Fei [2007] 72.8

Table 7.2.: Results of approaches that use no background subtraction.

Niebles and Fei-Fei [2007] and Scovanner et al. [2007] additionally try to locate the person in

the scene.

7.5. Conclusion and Discussion

We presented a new, compact, and highly efficient representation for action recognition. The

representation is based on simple matching of exemplars to image sequences and does not ac-

count for dynamics. Based on exemplars, our representation supports advanced image matching

distances and can be used with cluttered non-segmented sequences.

The experiments on sequences with and without background subtraction demonstrated that

many actions can be recognized without taking dynamics into account. This was especially

true on the publicly available Weizmann dataset, where our method has recognition rates which

equal or exceed those of state-of-the-art approaches. To our opinion, this is an important result.

However, it should be noticed that not all actions can be discriminated without dynamics. A

typical example is an action and its reversal, e.g. as seen in Section 6.6.4: sit-down and get-

up. Without taking temporal ordering into account, it will be very difficult to discriminate

them. To recognize such actions, a modeling of dynamics is required, either coupled with

the descriptor or on a higher level. Nevertheless, note also that, as demonstrated with many

of the datasets currently used in the field that do not include such ambiguous actions, many

recognition applications, e.g. visual surveillance, do not necessarily need to discriminate such

particular cases. On the other hand, we strongly think, that approaches could be experimented

with more realistic scenes to better evaluate their limitations.

For future work we plan to extend the approach of this chapter as well to view-independent

action recognition. Further, temporal segmentation of sequences with such a representation

needs to be investigated.
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CHAPTER 8

Conclusion

In the final chapter of this thesis, we conclude our work, recapitulate our contributions, and

discuss further research directions and open issues.

8.1. Summary

In this thesis we explored different directions for action recognition. We proposed three new

general frameworks. Major focus of our work was on view-independence, but we made as well

contribution on other issues, such as learning of pose and motion primitives, modeling of action

dynamics, and temporal segmentation of actions. We thereby emphasized on designing body

model free representations, to avoid the difficulties inherent in MOCAP.

In our first approach we proposed a new view-invariant action representation, motion history

volumes (Chapter 3), as 3D extension of motion history images [Davis, 2001]. The novelty of

this representation, compared to existing view-invariant representations, is that neither a body

model nor other intermediate cues, such as point correspondences, are required to compare

actions over different views. Instead, the use of 3D information, which we computed from

multiple calibrated and background subtracted cameras, was key to the success of our repre-

sentation. Orientation invariant alignment and comparisons were then performed efficiently

using Fourier transforms in cylindrical coordinates around the vertical axis. In experiments,

MHVs demonstrated excellent recognition results, even using very simple machine learning

techniques.

Based on MHVs we proposed a new method for automatic segmentation of continuous ac-
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tions streams into primitive motions (Chapter 4). MHVs allowed us to efficiently compute av-

erage motion velocities in 3D. We used minima in velocity to define motion boundary. We used

those boundaries for unsupervised segmentation and clustering of motion streams into classes

of primitive motions. Again, our method resulted in segmentation and classification methods

which were surprisingly efficient and robust. Moreover, in contrary to most existing work, our

method is purely based on visual cues without the need for an intermediate body representation.

Using 3D information showed surprisingly efficient in our first approach. Computation of

3D information is, however, not always possible in practical scenarios. In our second approach

(Chapter 6) we hence developed a framework for action recognition from arbitrary views, and

in particular from a single view. Key to view independence was, nevertheless, that we modeled

action in 3D. In a generative framework, 3D exemplar-based action models were then used to

explain 2D image observations. In a probabilistic fashion, dynamics over exemplars and view-

point were modeled as two independent Markov processes in an exemplar based HMM. View-

independence was then achieved by marginalizing over all possible views. Hence our second

approach achieves view-independence even from a single view, yet again without depending on

additional body model information.

In our experiments we validated the fact that actions can be recognized from view arbitrary

viewpoints, but results where not as good as when working solely in 3D, even when we fused

observation likelihoods from multiple 2D view. Also we found that our space-time approach

(MHVs), has slightly better results compared to the HMM-based state-transition model, even

when both works were evaluated exactly on the same data in 3D. For the exemplar-based HMM,

which uses a set of discriminatively selected exemplars, we were surprised to find that even a

small number of exemplars are sufficient to models a variety of actions performed by different

actors and with different viewpoints.

Those results, using small sets of discriminative key-pose exemplars, motivated our last ap-

proach. In Chapter 7 we purely focused on a bottom-up representation of observations through

sets of discriminative exemplars. In particular, no further modeling in terms of motion dynam-

ics was attempted. The resulting representation is hence in particular simple and efficient. In

evaluation we validated the fact, that sets of characteristic static key poses are highly discrim-

inant action descriptors. We established those result on a well known view-dependent dataset,

where our approach has results that equal or exceed those of the current state of the art.

8.2. Conclusion

As a result of our work, we have found that the choice of initial representation is a very im-

portant aspect of action recognition. An issue which is thereby often overlooked is view-

independence. Initially, our idea was to derive a ”view-invariant” action representation, i.e.
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features that are independent with respect to the class of view transformations considered. As

demonstrated in our MHV approach, we were able to derive such view-invariance by using 3D

information extracted from multiple views. MHV is a good case in point, since it is a carefully-

crafted representation which we have demonstrated to achieve excellent recognition results,

even using very simple machine learning techniques.

When working with single view observations, the problem becomes more difficult, and we

came to the conclusion that a single set of view-invariant features can not suffice to explain all

possible views. Instead we proposed an approach that explicitly generates and searches over the

space of possible 2D views. This was nevertheless realized using a learned underlying 3D action

model. So the use of 3D information was as well key to the success of our second approach. We

then demonstrated how such a search over arbitrary view and pose configurations can remain

computation feasible while achieving good recognition results, by using an HMM framework

that uses a small set of exemplary 3D key-poses, instead of a kinematic body model.

Elaborating further on the key-pose principle, we found that often solely the use of charac-

teristic key-poses without any further temporal modeling is sufficient to discriminate actions.

This finding was in contrary to our initial believe, that temporal modeling can always improve

on a static action representation. Although there are evident cases where temporal modeling is

indeed indispensable, e.g. for different actions that share the same set of poses, we conclude,

that in many situation action recognition can benefit form a simplified representation, which is

invariant to variations in time scale. This was demonstrated in our third approach, where we

represented actions through a key-pose based embedding representation, and achieved excellent

recognition results in comparison with other state of the art approaches.

8.3. Limitations, Future Work, and Open Issues

In the following we discuss limitations of our work and directions for future research.

Background Subtraction

As demonstrated in many works, including this thesis, silhouettes provide strong cues for action

recognition. Robust extraction of silhouettes from realistic scenes is, however, an open prob-

lem, and existing methods for background substraction function only in constrained settings.

Dependency on silhouettes therefore strongly limiting the application of many approaches.

In future work we want to investigate several directions to solve such issues. First, we want to

investigate alternative image features. As an example, we replaced in our last approach (Chapter

7) silhouette exemplars through edge images and chamfer matchings. Alternatively, the integra-

tion of other representations in our frameworks can be investigated: optical flow [Efros et al.,
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2003], Gabor filter banks [Jhuang et al., 2007], and space-time interest points [Laptev and Lin-

deberg, 2003, Dollar et al., 2005], for instance. Generally we think, an exhaustive evaluation

of all these representations, on realistic datasets and under a unified framework, is an important

contribution for future work, to truly discover advances and limitations of each representation.

Second, we want to investigate new techniques for background segmentation based on ad-

vanced foreground models. The background subtraction techniques currently used in action

recognition are typically based on independent pixel-vise color statistics. We think that the

use of prior models that model foreground not only as color, but instead as complex objects,

e.g. as human bodies, can strongly improve background subtraction. For instance in image

segmentation, Cremers et al. [2002] learn kernel-densities over shape exemplars to constrain

segmentation with active contours. Zhao and Davis [2005] couple object detection and image

segmentation using template hierarchies and chamfer matching. Bray et al. [2006] use human

pose priors in graph cut based image segmentation. Ideally, we would like to extend such tech-

niques over time, using actions as prior models.

Recognition of Coincidental Actions

Our methods can currently not recognize coincidental actions, i.e. several actions performed

at the same time, such as waving hands while running for instance. In particular because we

are using global templates, we can only recognize actions which are similar to templates in

our database. Ideally, to recognize coincidental actions we need to identify individual body

parts, which would be equivalent to using a body model. For instance in the work of Ikizler

et al. [2007], activities are composed from actions individually recognized for each arm and

each leg. Our intension for this thesis was, however, to avoid using a body model, because of

the difficulties involved in estimating exact position of body parts. Alternatively, we want to

investigate intermediate representations, which use local information, however not as detailed

as body models, i.e. local templates or global templates factorized into local regions.

Group Actions and Interactions

Currently our methods assume that there is a single person in the scene, which we can locate.

Detecting actions of multiple person and their interactions is a difficult problem. Although

some interactions may be most easily described as single action, e.g. we could learn a global

model of two persons shaking hands; more complex interactions need an individual modeling

of persons, their actions, and the relations between those actions. For instance coupled latent

models, e.g. [Oliver et al., 2000, Park and Aggarwal, 2003], have been used to model complex

interaction. The success of such methods, however, strongly depend on the prepossessing steps

which are necessary to identify individual people, to segment them from each other, and to
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track them overt time; this possibly in crowded scenes and under occlusion. We think only

with strong developments in all those fields, modelings of realistic actions and interaction will

become practical.

Realistic Datasets and Applications

Including our dataset, there are currently three known and publicly available action recognition

datasets (KTH [Schuldt et al., 2004] , Weizmann [Blank et al., 2005], IXMAS) used by state-

of-the-art approaches for evaluation and comparison. Each of those datasets contains approx-

imately 10 different action; those actions are mostly performed in controlled setting, without

background motion, few clutter, and, with exception of our data, view-dependent. Evalua-

tion on such data is unrealistic and very one-sided. This was for instance clear in our last

approach, where we demonstrated on the view-dependent Weizmann dataset, that our very sim-

plistic model can have results (up to 100% recognition rate) equally or better than much more

ambitious approaches. Evaluation on such limited data makes thus comparison of approaches

difficult, and does not help much to discover their true limitations. Moreover, there is a trend in

current work to ignore important issues, which are not present in such artificial settings.

For the purpose of this thesis, our own IXMAS dataset proved very useful, pushing us for-

ward to experiment with various representation frameworks, and allowing us to perform precise

evaluation and comparison between them. For future work, we will, however, need more chal-

lenging data sets. Clearly, acquiring data is a time consuming complex tasks, but there is prob-

ably very little to be gained from over-simplified situations, e.g. where actions are limited to

walking and running motions. Working on true surveillance footage, sport recordings, movies,

and video data from the internet, will help us to discover the real requirements for action recog-

nition, and it will help us to shift focus to other important issues involved in action recognition,

such as previously discussed segmentation of continuous actions, dealing with unknown mo-

tions, composite actions, multiple persons, and view invariance, for instance. Only when we

can handle all those issues, we will be able to deal with realistic scenes, such as those initially

displayed in Figure 1.1. Until then, a lot of difficult and challenging work remains to be done

in action recognition.
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