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Abstract

This paper presents a new method for constructing mod-
els from a set of positive and negative sample images ; the
method requires no manual extraction of significant objects
or features. Our model representation is based on two lay-
ers. The first one consists of “generic” descriptors which
represent sets of similar rotational invariant feature vec-
tors. Rotation invariance allows to group similar, but ro-
tated patterns and makes the method robust to model de-
formations. The second layer is the joint probability on
the frequencies of the “generic” descriptors over neighbor-
hoods. This probability is multi-modal and is represented
by a set of “spatial-frequency” clusters. It adds a statistical
spatial constraint which is rotationally invariant. Our two-
layer representation is novel ; it allows to efficiently cap-
ture “texture-like” visual structure. The selection of dis-
tinctive structure determines characteristic model features
(common to the positive and rare in the negative examples)
and increases the performance of the model. Models are
retrieved and localized using a probabilistic score. Experi-
mental results for “textured” animals and faces show a very
good performance for retrieval as well as localization.

1. Introduction

The growing number of images has increased the need
for tools which automatically search image collections.
While tools based on keywords exist, they have two ma-
jor drawbacks. Firstly, each image in the collection has to
be described by keywords which is extremely time consum-
ing. Secondly, the expressive power of keywords is limited
and cannot be exhaustive. Consequently, a significant need
for image content based tools exists, for example in stock
photo agencies.

The first image retrieval systems were based on the com-
parison of global signatures, such as color or texture his-
tograms [11]. Results of these systems have shown to be
unsatisfactory, as they do not represent the “semantic” im-
age content ; they do not allow to find images containing
instances of a model, as for example faces or zebras. More

recent methods construct models and localize them in the
image. They differ in the model representation and in the
learning algorithm. Models are for example represented by
global images patches [17], geometric relations of parts [18]
or statistical models [14]. Learning algorithms are either
supervised or unsupervised. Supervised algorithms require
the manual extraction of regions or features. In the unsuper-
vised case images are labeled as positive or negative which
avoids time consuming manual intervention.

In this paper we propose an unsupervised approach
which constructs a model from a collection of positive and
negative images. We introduce a novel probabilistic model
representation. It allows to learn a flexible statistical model
which efficiently captures visual structure common to the
positive and rare in the negative examples. The visual struc-
ture is represented by “generic” descriptors and the joint
probability of their frequencies over neighborhoods. It can
represent textures, for example the stripes of a zebra, as
well as highly structured patterns, for example faces. The
“generic” descriptors as well as the spatial frequencies are
rotationally invariant. This allows to group similar but ro-
tated patterns, as for example horizontal and vertical stripes
of a zebra. It also makes the method robust to model defor-
mations, as for example in the case of a cheetah sitting in-
stead of standing upright. The rotational invariance as well
as the flexibility of our constraints (spatial-frequency con-
straints instead of geometric constraints) permit our model
to handle deformable objects, for example “textured” an-
imals. Geometric constraints are useful for modeling ob-
ject classes with similar spatial structure, for example faces,
but do not allow to model deformable objects (animals, hu-
mans, etc.).

The steps of our model construction are the following.
We first compute local rotationally invariant “Gabor-like”
feature vectors at each pixel location. A clustering algo-
rithm extracts “generic” descriptors for the collection of
positive and negative images. The “generic” descriptors
represent groups of similar feature vectors which occur if
structure is repeated in the image or between images. The
next step is to estimate the joint probability of their frequen-



cies over neighborhoods. These probabilities are multi-
modal and are represented by a set of “spatial-frequency”
clusters. Each cluster captures visual similar patterns. We
do not estimate the global joint probability, but the condi-
tional joint probabilities with respect to the “generic” de-
scriptor at the center location. This allows to verify the
coherence of the neighborhood with respect to the center
and adds a supplementary constraint ; the addition of con-
ditional probabilities has shown to increase performance.
The selection of distinctive “spatial-frequency” clusters de-
termines characteristic model structure (common to the pos-
itive and rare in the negative examples). It allows to elimi-
nate background patterns and to keep distinctive patterns of
the model.

Related work Sung and Poggio [17] model a face as a rigid
global patch and the distribution of these patches is learnt
from a large collection of face images. Face patches have
to be segmented manually. Schneiderman and Kanade [16]
model faces and cars as sets of attributes (local histograms
of wavelet coefficients). Positions of each attribute are rep-
resented with respect to a coordinate frame fixed to the ob-
ject. Their representation is rigid, but allows for small po-
sitional variations. It is learnt from a large set of manually
extracted examples. Characteristic distributions of feature
vectors are learnt by [8, 14]. These methods require the
manual extraction and annotation of regions. They can rep-
resent for example faces, road or sky. Amit and Geman [1]
learn a hierarchical model from edge features. They select
distinctive local feature groupings of edgels constrained by
loose geometrical relationships and then build global spatial
arrangements. Their method assumes that training images
(faces) are registered with respect to a reference grid. We-
ber et al. [18] use a flexible shape model of distinctive rigid
parts. The variability within a class is represented by a joint
probability on the shape and part detectors. Their learning
algorithm does not require the extraction of faces, but only
assumes that the example images are labeled as positive or
negative. Amit and Geman [1] as well as Weber et al. [18]
learn the model representation, but their model is based on
geometric shape and is therefore limited to spatially simi-
lar objects, as for example faces and cars. Ratan et al. [13]
also learn visual concepts from a collection of positive and
negative examples. Their system uses segmented regions as
well as detected circles as initial description. It therefore
depends on these results and the choice of a circle detector
is object specific (adapted to the car class).

Overview This paper is organized as follows. Section 2
presents the extraction of “generic” descriptors. The con-
struction of “spatial-frequency” clusters is presented in sec-
tion 3. In section 4 the significance of each “spatial-
frequency” cluster is determined. The probabilistic score
for retrieval and localization of model instances is explained
in section 5. Results are shown in section 6.

2. Generic descriptors

We represent local greyvalue structure by rotationally in-
variant feature vectors which are computed at each pixel
location. These multi-dimensional feature vectors are in
the following referred to as greyvalue descriptors. Grey-
value structure can be repeated in the image (in the case
of texture) or between images (similar visual structure) ; it
can also have similar values in a region. To summarize
the information it is therefore appropriate to form groups
of similar descriptors and describe them by their mean and
variance. These groups are obtained by clustering multi-
dimensional feature vectors and are in the following re-
ferred to as “generic” descriptors. Similar descriptors have
been proposed previously. Rikert et al. [14] use a simple
clustering algorithm to extract clusters of similar descriptors
from a large set of sample images and then select significant
clusters. Malik et al. [10] use the k-means algorithm to clus-
ter descriptors of one image. They call the centers textons
and uses them for a compact texture representation.

2.1. Greyvalue descriptors

Our greyvalue descriptors dl are computed for each im-
age pixel location pl. These descriptors are rotationally
invariant and are obtained by convolution with isotropic
“Gabor-like” filters. These filters combine frequency and
scale :
F (x, y, τ, σ) = F0(τ, σ)+cos

(

√

x2 + y2 π τ

σ

)

e−
x2+y2

2 σ2

where τ is the number of cycles of the harmonic function
within the Gaussian envelope of the filter, commonly used
in the context of Gabor filters [5]. F0(τ, σ) is added to ob-
tain a zero DC component. This makes the filters robust to
illumination changes, as we obtain invariance to intensity
translations.

For our experiments we use 13 filters with scales σ be-
tween 2 and 10 and τ between 1 and 4. For smaller scales
only small τ are used to avoid high frequency responses.
Compared to [6, 14, 15] who use 24 filters or more, our
description is of lower dimensionality. This avoids prob-
lems inherent to high-dimensionality of descriptors. Our
results show robustness to limited scale changes. Scale in-
variance can be obtained by using scale selection [9] to de-
termine the appropriate scale for computation. This is cur-
rently under investigation. A comparison of our “Gabor-
like filters” with rotational invariant combinations of deriva-
tives [7] has shown that the “Gabor-like” filters improve the
performance.

2.2. Extraction of “generic” descriptors

Our “generic” descriptors are groups of similar grey-
value descriptors. These groups are obtained by clustering



with a k-means algorithm [3]. We extract “generic” descrip-
tors for the set of positive and negative sample images. Neg-
ative images are included to obtain a more descriptive set of
“generic” descriptors. Negative “generic” descriptors per-
mit to eliminate non-model descriptors. This avoids rejec-
tion based on a threshold.

The k-means algorithm finds k centers such that after as-
signing each data vector to the nearest center, the sum of the
squared distance from the centers is minimized. Note that
the k-means algorithm will only achieve a local minimum
of this criterion. Our algorithm first normalizes the descrip-
tors dl using their mean and variance to avoid scaling ef-
fects. We then iteratively choose k centers such that after
assigning each data vector to the nearest center, the sum
of the squared distance from the centers decreases. Once
the algorithm has converged to k clusters with centers µi,
the covariance matrix of each cluster is computed from the
descriptors assigned to it. Our k clusters are described by
Ci = (µi,Σi).

The choice of the optimal number of clusters k is difficult
and depends on the context. In the context of region seg-
mentation, a small number of clusters is required, for exam-
ple in [2] the number varies between 2 and 5. Such clusters
have an important variance and are not appropriate in our
context, as they are not sufficiently distinctive. A more im-
portant number k of clusters is therefore required [10, 14].

Figure 1 shows three “generic” descriptors (clusters)
computed for the cheetah image on the left. The two left-
most cluster images display “generic” descriptors which
characterize the cheetah, the cluster on the right represents
background. In this figure a cluster is represented by the
image locations at which the descriptors have the highest
probability for this cluster.

2.3. Probability of a “generic” descriptor

We now define the probability of a “generic” descriptor
Ci. For a pixel location pl or equivalently for its grey-
value descriptor dl, the probability P (Ci|dl) is defined by :

P (Ci|dl) =
P (dl|Ci)P (Ci)

P (dl)
=

P (dl|Ci)P (Ci)
∑k

i=1
P (dl|Ci)P (Ci)

(1)

We assume in the following that the clusters Ci are equally
probable. The probability P (dl|Ci) is computed by
approximating the distribution of a “generic” descriptor
Ci = (µi,Σi) with a Gaussian. We can then select for each
image location pl the most probable “generic” descriptor,
that is the one with the maximum probability P (Ci|dl) :

C∗(pl) = C∗(dl) = argmax
Ci

p(Ci|dl) (2)

The most probable cluster is stored in a label image at the
corresponding pixel location. Labels vary from 1 to k with
k the number of clusters.

3. “Spatial-frequency” clusters

A second layer of information increases the distinctive-
ness of our representation. This layer is based on the
“spatial-frequency” clusters which are more distinctive than
simple “generic” descriptors. They allow an additional ver-
ification, that is permit to reject descriptors which acci-
dently correspond to “generic” descriptors of the model.
Our “spatial-frequency” clusters represent the joint prob-
ability on the frequencies of “generic” descriptors over a
neighborhood. This probability is multi-modal ; our experi-
ments have shown that it is clearly not sufficient to describe
the distribution by its mean and variance. We do not esti-
mate the global joint probability, but the conditional joint
probabilities with respect to the descriptor of the center lo-
cation. This allows to verify the coherence of the neighbors
with respect to the center and has shown to add a supple-
mentary constraint. We ignore the geometric spatial rela-
tionship of the “generic” descriptors, as we only use their
frequencies. Note that frequencies are rotationally invari-
ant.

Most of the spatial constraints proposed previously are
based on geometric shape information [1, 18]. Geometric
shape constraints allow to represent object classes which
share features that are visually similar and occur in similar
spatial configurations. Examples for such classes are faces
or cars. Such constraints are not adapted for “textured” de-
formable objects such as animals, as they do not have sim-
ilar spatial structure. The geometric structure of a cheetah
for example is very different, if it is sitting or standing up-
right.

Distributions of descriptors over neighborhoods have
been previously used by Schneiderman and Kanade [16].
They use attribute histograms over neighborhoods. Neigh-
borhoods are fixed with respect to a reference frame, that is
the local distributions have to occur in similar spatial posi-
tions. Their model is therefore not adapted to deformable
objects. Furthermore, they do not learn the joint probabil-
ity from examples and do not select the distinctive parts of
the distribution. In the context of image segmentation, Ma-
lik et al. [10] compare windowed texton histograms, where
the windows are centered around the two pixels being com-
pared. This allows to decide on the presence of a region
boundary. They do not attempt to learn a model.

3.1. Extraction of spatial-frequency clusters

In section 2.3 we have introduced a label image. Each
label represents the most probable “generic” descriptor for
the greyvalue descriptor computed at the image location.
The label image is used to compute for each image location
the frequencies (probabilities) of the “generic” descriptors
Ci over a neighborhood:



Figure 1. “Generic” descriptors for the cheetah image (on the left). The two images in the middle display “generic”
descriptors which characterize the cheetah. The image on the right represents a “generic” descriptor of the background.
A “generic” descriptor is represented by the image locations at which it is most probable for the greyvalue descriptor.
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where wl is the window centered on the pixel location pl

and |wl| the number of pixels in the window. Note that the
“generic” descriptor of the center location is not included,
as it is used to compute the conditional joint probability.

We then form sets of frequency vectors vl with the same
center label (same most probable cluster at the center).
Each set represents the conditional joint probability of fre-
quencies with respect to the center P (vl|C

∗(pl) = Ci).
The corresponding set of frequency vectors is denoted by
Vi. The distribution of Vi is multi-modal and the different
modes of the distribution are described by a set of clusters
{Vij}. We use the k-means algorithm to obtain these clus-
ters (cf. section 2.2). Each cluster represents statistically
similar neighborhoods. These clusters are in the following
referred to as “spatial-frequency” clusters.

3.2. Probability of a spatial-frequency cluster

We now define the probability of a “spatial-frequency” clus-
ter Vij . For an image location pl, this probability P (Vij |pl)
is given by P (Vij |vl ∧ dl) :

P (Vij |vl ∧ dl) =
P (vl ∧ dl|Vij)P (Vij )

P (vl ∧ dl)

=
P (vl|dl ∧ Vij)P (dl|Vij)P (Vij)

∑

i

∑

j P (vl|dl ∧ Vij)P (dl|Vij)P (Vij)
(3)

We assume in the following that P (Vij) are equal
and that the distribution of a “spatial-frequency” clus-
ter is approximated with a Gaussian (µi,Σi). We have
P (dl|Vij) = P (dl|Ci) and P (vl|dl ∧ Vij) is defined by :

P (vl|dl ∧ Vij) =

{ 1

(2π)
d
2 |Σij |

1
2

exp[− 1
2
(dl − µij)

tΣ
−1
ij

(dl − µij)] if C∗(dl) = Ci

0 otherwise

Note that we need to evaluate P (Vij |vl ∧ dl) only if
C∗(dl) = Ci, otherwise its value is zero.

To compute the significance as well as the retrieval
score we select for each image location pl the most
probable “spatial-frequency” cluster, that is the one with
the maximum probability P (Vij |pl) :

V ∗(pl) = V ∗(vl ∧ dl) = argmax
Vij

p(Vij |vl ∧ dl) (4)

4. Significance

The significance or distinctiveness of each “spatial-
frequency” cluster allows to determine its importance for
the model. We can categorize “spatial-frequency” clus-
ters as positive and distinctive, positive and not distinctive,
background (non relevant parts of the positive sample im-
ages) and negative.

We want to identify clusters which are positive and dis-
tinctive. Intuitively, “spatial-frequency” clusters which ap-
pear often in the positive examples and rarely in the neg-
ative samples fall into this category. This is captured by
our significance measure defined in the following. Note
that it is fundamental to keep the non-significant clusters
in the model. These clusters are matched to descriptors
of the background or negative images and the significance
measure allows to eliminate them without using an arbi-
trary threshold. This avoids false positive responses for test
images which do not contain the model. The importance
of negative clusters has been confirmed by Sung and Pog-
gio [17] in the context of learning the distribution of global
face patches.

In the following we determine which of the “spatial-
frequency” clusters are significant for the model. For each
cluster Vij we compute its probability for the positive and
negative sample images separately. Given a set of m sam-
ple images, for which the probabilities are assumed inde-



pendent and equal (P (Ij) = 1/m), we obtain :

P (Vij |{I1, I2...Im}) =
1

m

m
∑

q=1

P (Vij |Iq) (5)

To compute the probability of a “spatial-frequency” cluster
for an image, we assume the n pixel locations pl to be in-
dependent and equally probable (P (pl) = 1/n). The pixel
locations pl are described by the descriptors dl and the spa-
tial frequencies vl over neighborhoods :

P (Vij |I) = P (Vij |{p1,p2, . . .pn}) =
1

n

n
∑

l=1

P (Vij |pl) =

(6)
1

n

n
∑

l=1

{

P (Vij |pl) if V ∗(pl) = Vij

0 otherwise

Note that we only include the probability of the most
probable “spatial-frequency” cluster. This avoids the accu-
mulation of insignificant probabilities and corresponds to
the retrieval algorithm which takes into account only the
most probable cluster. The above equations allow to com-
pute the probability of a cluster Vij for a set of positive sam-
ple images P (Vij |{Ipos}) as well as for a set of negative
sample images P (Vij |{Ineg}). The significance of cluster
Vij for a model M is then defined as follows :

Sig(Vij |M) =
P (Vij |{Ipos})

P (Vij |{Ipos}) + P (Vij |{Ineg})

The values of this significance measure vary between 0
and 1. If the value is close to one, the “spatial-frequency”
cluster is significant, that is relevant for the model. For ex-
ample a “spatial” cluster which has close to zero probability
in the negative images and high probability in all or most of
the positive examples is significant.

5. Retrieving images

In the previous sections we have constructed a model M
from a set of positive and negative images. This model is
described by a set of “generic” descriptors, a set of “spatial-
frequency” clusters and the significance of each “spatial-
frequency” cluster. In the following we want to retrieve
images which contain instances of the model as well as lo-
calize instances of the model in the images. This issue has
been recently addressed for example in the context of face
detection [16, 18].

We retrieve and localize instances of a model using a
probabilistic score. The first step is to compute the model
probability for an individual pixel P (M |pl). This proba-
bility uses only the most probable “generic” descriptor and
the most probable “spatial-frequency” cluster. P (M |pl) is
determined as follows :
1. For pixel location pl we compute its descriptor dl.
2. For descriptor dl we obtain the probabilities P (Ci|dl)
using equation (1). We then determine the most probable

cluster C∗(dl) as described by equation (2).
3. The spatial-frequency descriptor vl is computed for the
neighborhood of pixel pl. Note that for each pixel in the
neighborhood, the most probable “generic” descriptor has
to be determined. It is given by the label image.
4. The probabilities P (Vij |vl ∧ dl) are computed using
equation (3) and the most probable “spatial-frequency”
cluster V ∗(vl ∧ dl) is determined as described by equa-
tion (4).
5. If Sig(V ∗(pl)|M) is below a threshold t, the probability
P (M |pl) is set to zero. t equals 0.5 in our experiments,
that is pl is rejected if it is more likely to belong to a
negative sample.
6. The score of a pixel is computed by
P (M |pl) = P (C∗(pl)|dl)P (V ∗(pl)|vl ∧ dl)Sig(V ∗(pl)|M)

For retrieval we determine the probability of a model
given an image. If the n pixel locations pl are assumed
independent and equivalently probable, this probability can
be computed by :

P (M |I) = P (M |{p1,p2, . . .pn}) =
1

n

n
∑

l=1

P (M |pl)

Note that the above equation summarizes pixel-based
probability scores. This assumes independence of pixel lo-
cations which is in general not valid. We should obtain
different scores if significant pixels are spread out over the
image or localized in a region. This should be taken into
account when computing our score and is currently under
investigation.

To localize instance of models in images, we select pix-
els with high probabilities (see for example figure 4). Se-
lecting such pixels is only a crude method which can easily
be improved, for example by including region segmenta-
tion [12]. The results are however already more than satis-
factory.

6. Experimental results
For our experimental results we constructed models from

15 sample images (5 positive and 10 negative). This corre-
sponds to a realistic setting where negative examples are
more easily available. The number of “generic” descrip-
tors was set to 50 and the number of spatial clusters for one
“generic” descriptor was set to 10. The size of the neigh-
borhood window was 21x21.

Our database contains 600 images of the corel dataset
and 60 face images. We have learnt and tested 4 different
models : a zebra model, a cheetah model, a giraffe model
and a face model. Our database contains approximatively
60 images of each category, 5 of which are part of the train-
ing set and excluded from the test set. Equivalently, nega-
tive examples of the training set are not included in the test
set. Retrieval results are evaluated by computing precision
as a function of recall. Precision is the number of relevant



Figure 2. Retrieval results. The top row shows a subset of the training images (3 positive and 2 negative examples).
The bottom rows show the first 15 retrieved images ordered by their score (from left to right and from top to bottom).

images retrieved relative to the total number of retrieved im-
ages. Recall is the number of relevant images retrieved rel-
ative to the total number of relevant images in the database.

The top row of figure 2 shows a subset of the training im-
ages (3 positive and 2 negative examples) used to learn the
zebra model. The remaining rows display the 15 retrieved
images ordered by their probability score (from left to right
and from top to bottom). The 14 most similar images are ze-
bras; the 15th image is incorrectly retrieved. This incorrect
retrieval is due to high probabilities for the branches which
are visually similar to zebra stripes. The precision/recall
graph is shown in figure 3. Results are comparable to or
better than those of other systems which manually extract
objects. Moreover, our method allows to localize the model
in a retrieved test image by selecting locations with a high
score. Results of localizing the zebra model are presented
in figure 4. The locations with high scores are displayed
in black. The body of the animal and three of its legs are
correctly detected. Comparable results for localization of
animals have to our knowledge not been presented before.

Results for the cheetah model are displayed in figures 5
and 6. The graph for precision/recall is similar to the one
obtained for the zebra model. The three cheetahs are cor-
rectly localized in figure 6. Equivalent results were obtained
for the giraffe model. They are not shown due to space lim-
itations. Results for faces are displayed in figure 7. The
graph for precision/recall is equivalent to those for the “tex-
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Figure 3. Precision as a function of recall for the zebra
model.

Figure 4. Localization of the zebra model for one of the
test images (left). Locations with the high probability
scores are displayed in black (right).



tured” animals. Our method is therefore appropriated for
textured objects as well as for highly structured ones.
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Figure 5. Precision as a function of recall for the chee-
tah model.

Figure 6. Localization of the cheetah model for one of
the test images (left). Locations with high probability
scores are displayed in black (right).
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Figure 7. Precision as a function of recall for the face
model.

7. Conclusion and discussion
We have presented a novel approach for model construc-

tion which significantly improves on the state of the art. It
presents the following three advantages. The first is our
model representation which captures efficiently “texture-
like” visual structure. The second is the learning algorithm
which is unsupervised and therefore does not require man-
ual extraction of objects or features. Furthermore, it allows
to learn an appropriate representation of the model. The
third is the independence of region segmentation and fea-
ture extraction which are never perfect.

Finally, we mention four extensions which we are cur-
rently investigating. The first is to learn which compo-
nents of our multi-valued descriptors are significant, that

is most appropriate to describe the object. The second is to
improve the clustering algorithm and to automatically se-
lect the number of clusters. The third is to include global
constraints, for example by modeling relations between
parts [4] or by segmenting regions [12]. The fourth ex-
tension is to add relevance feedback, that is to improve the
model over time by user interaction.
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